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Abstract: In this paper, an image fusion scheme based on 

Hilbert vibration decomposition (HVD) is proposed. In this 

proposed technique, the images to be fused are first enhanced 

and then converted into 1-D signals which are decomposed using 

the HVD technique into different components called energy 

components. These energy components are fused by taking the 

average of corresponding energy components except the last 

component having least energy. Simulation results of the 

proposed technique are carried out in MATLAB and its 

performance is compared with other existing techniques using 

some commonly used performance metrics. It is seen that the 

proposed technique gives better visual appearance of the fused 

image than other existing techniques and the values of the 

several performance metrics are also better/comparable with 

other techniques. The simulation results obtained for color 

images show that the proposed algorithm works well for color 

images in HSI color space also. 

Keywords: Image Fusion; Image Enhancement; Hilbert 

Vibration Decomposition. 

I. INTRODUCTION 

Image fusion involves improvement of image resolution 

using multiple images which are either partially focused or 

obtained from different sources [1]-[22]. The image fusion 

has applications in many diverse fields such as remote 

sensing, satellite imaging, computer vision, medical 

imaging, etc. [1]-[22]. Image fusion has been attempted in 

spatial as well as transform domains [1]-[22]. The spatial 

domain methods are based on a local operation and have 

certain advantages such as ease of implementation and 

preserving original information from the source images than 

the transform domain algorithms [3]-[5]. However, these 

spatial domain algorithms suffer from drawbacks such as 

reduced contrast, blurring effect etc. [5]. Averaging method, 

singular value decomposition (SVD) based methods, 

principal component analysis (PCA) based methods are 

some of the commonly used methods in spatial domain for 

image fusion [3], [4]. Transform based methods for image 

fusion have also been proposed using different transforms, 

e.g., the pyramid decomposition [6]-[7], discrete wavelet 

transform (DWT) [8]-[10], stationary wavelet transform 

(SWT) [11], [12], dual-tree complex wavelet transform 

(DTCWT) [13], [14], curvelet transform (CVT) [15], [16], 

contourlet transform (CT) [17], non-subsampled contourlet 

transform (NSCT) [18], and discrete cosine transform 

(DCT) based Laplacian pyramid (DCT-LP) [19] etc. These 

transform domain algorithms have various advantages like 

high signal to noise ratio, 
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High quality spectral content etc. [5]-[19]. However, the 

transform domain algorithms usually generate the fused 

image results with deterioration due to misregistration of 

images which is generally not found in spatial domain 

algorithms [5]. 

Empirical mode decomposition (EMD) based methods 

have also been proposed in image fusion techniques [20]-

[22] and recently, Hilbert vibration decomposition (HVD) 

has been introduced as one of the powerful tools in signal 

processing applications [23], [24] and has attracted attention 

of researchers [25].  

In this paper, the HVD based approach is proposed 

where the energy components of the sample images are 

fused. The main motivation for using the HVD in image 

fusion applications is the fact that as opposed to the EMD 

approach which provides a time-frequency decomposition of 

a signal/ image, the HVD decomposes a signal based on the 

energy of different components of it. Our imaging systems 

and human vision system is sensitive to not only the 

frequency content of the scene but also the energy of these 

components. Hence it will be interesting to investigate the 

fusion of decomposed images based upon their energy 

component using the HVD. It is observed through 

simulation results that the proposed technique gives better 

visual appearance of the fused image than other existing 

techniques and the values of the several performance 

metrics are also better/comparable with other techniques. 

The simulation results obtained for color images show that 

the proposed algorithm works well for color images in HSI 

color space also. 

The rest of the paper is organized in the following 

sections. In section II, a brief review of the HVD has been 

provided. In section III, we provide the description of the 

methodology adopted for both the gray scale and color 

images and finally in section IV, simulation results along 

with various non-reference performance metrics are given.  

II. REVIEW OF HVD 

The HVD extracts the mono-components of a signal, 

called as energy components, using its analytic form [23]. 

The first energy component corresponds to the highest 

instantaneous amplitude and is referred to as the dominant 

component of the signal or the largest energy component 

[23]. The HVD estimates the largest energy component as 

an average function of the instantaneous frequency of the 

decomposition [23].  

The HVD technique is an iterative method for extraction 

of energy components which includes the following steps 

[23]: 
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 (i) Finding the instantaneous frequency (IF) of the 

largest energy component. 

(ii) Extraction of the corresponding envelope of the 

largest energy component. 

(iii) Finally, subtraction of the largest energy component 

from the composite signal. 

The HVD decomposes a signal ( )f t as the sum of 

different mono-components with slowly varying 

instantaneous amplitudes and frequencies as given by [23] 

 

 ( ) ( ) cos ( ) ,
k k

k

f t a t t dt 
                        

(1)  

where, ( )ka t and ( )k t  are the instantaneous amplitude 

and the instantaneous frequency respectively of the k th 

component  and these two parameters are determined from 

the analytic signal representation of the original signal [23]. 

The other details can be seen in [23]. The “Lena” image and 

decomposed component images obtained using HVD are 

shown in Fig. 1. 

 

         

(a)                                                 (b) 

         

(c)                                                 (d) 

 

  (e) 

Fig. 1. Energy components for "Lena" sample images 

based on the decomposition by HVD. (a) Input image. (b) 

1
st
 energy component (Highest) (b) 2

nd
 energy 

component. (c) 3
rd

 energy component. (d) 4
th

  energy 

component. (e) Least energy component. 

III. PROPOSED METHOD FOR IMAGE FUSION 

   In this section, we present the proposed method for image 

fusion using the HVD technique. First we consider the 

fusion of gray scale images. 

    Step (i): We take the gray scale images of size L M to 

be fused and apply image enhancement technique using 

minimum mean brightness error bi-histogram equalization 

(MMBEBHE) method given in [26] for better visual quality 

and higher contrast. Let the enhanced images be denoted by 

U andV . Applying image enhancement scheme on these 

images before decomposition improves visual appearance of 

the images to be fused. 

Step (ii): The enhanced images are then converted to LM  

dimensional column vectors by column ordering.  

Step (iii): Now, the HVD is applied to the column vectors of 

the enhanced input images. Due to this, the input images are 

decomposed into a fixed number of energy components.  

Step (iv): Then, we fuse the energy component of the 

decomposed images except the last one (least energy) by 

averaging rule. The main reason for not fusing the last 

component of the images to be fused is that this least energy 

component may correspond to the noise part in the given 

images. This point has also been observed in the simulation 

results. 

By using the discrete version of the HVD technique in 

(1), the input images U and V are decomposed as       

1

0

( ) ( ) cos ( ) ,
N

U U

k k

k

U n a n n





 
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 
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
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The fusion is performed by fusing first 1N  higher energy 

components in (2) and (3) and the fused image can be 

expressed as any one of the following two equations  
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Or 
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Step (v): Finally, the fused column vector W is again 

converted to 2-D signal, say ,F whose size is same as the 

size of the input image. The block diagram of the method 

described above is shown in Fig. 2.  
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Fig.2.The Block Diagram of the Proposed Image Fusion 

Scheme for Gray Scale Images. 

For the fusion of color images, the source images are 

first enhanced through a technique which avoids gamut 

problem [27]. Then images from RGB format are converted 

into HSI format which are converted into corresponding 1-D 

vectors. This is done because the fusion results are sensitive 

and can deteriorate if we directly fuse/modify the RGB color 

components. The HVD is then applied on each of the H, S, I 

components separately and the fusion rule is applied on the 

corresponding components of decomposed vectors. These 

fused vectors are converted into 2-D image and the fused 

image is obtained by converting HSI image back to RGB 

color space. The block diagram of the method for color 

images is shown in Fig. 3. 

 

Fig.3.The Block Diagram of the Proposed Image Fusion 

Scheme for Color Images. 

IV. EXPERIMENTS AND ANALYSIS 

In this section we provide the simulation results of the 

proposed technique carried out in MATLAB. The details of 

testing data and various fusion metrics are given below.  

4.1. Testing Data and Results 

The proposed method for gray scale images has been 

implemented in MATLAB on three sets of images: “Watch”, “PET 

& MRI”, and “Lena” images which are shown in Fig. 4 to Fig. 6. 

The number of energy components in which the input images are 

decomposed is selected as 6 by experiments and the fused image 

obtained for different kinds of input images as shown in Fig. 4 to 

Fig. 6 are compared with some already existing image fusion 

techniques such as averaging method in spatial domain [3], [4], 

discrete cosine transform based Laplacian pyramid method [19], 

and stationary wavelet transform based method [11], [12]. It is 

clearly seen from different figures that the fused image obtained 

from the proposed method give better visual appearance as 

compared to the other existing image fusion techniques. The results 

for color images are shown in Fig. 7 and Fig. 8 which clearly show 

that the proposed algorithm works well for color images in HSI 

color space. 

       
(a)                                             (b) 

        
(c)                                           (d) 

       
(e)                                       (f) 

        
(g)                                             (h) 

 

       
(i)                                                      (j) 

Fig. 4. Fusion results for "Watch"' sample images. (a) 1st input 

image. (b) 2nd input image. (c) Enhanced version of 1st input 

image. (d) Enhanced version of 2nd input image. (e) Averaging 

method in spatial domain. (f) DCT-LP method. (g) SWT-Level 

1 method. (h) SWT-Level 2 method. (i) Proposed method 

(without enhancement). (j) Proposed method (with 

enhancement). 
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(a)                                    (b) 

      
(c)                                                   (d) 

     
(e)                                                    (f) 

     
(g)                                                    (h) 

     
(i)                                             (j) 

Fig. 5.Fusion results for "PET and MRI"' sample images. (a) 

1st input image. (b) 2nd input image. (c) Enhanced version of 1st 

input image. (d) Enhanced version of 2nd input image. (e) 

Averaging method in spatial domain. (f) DCT-LP method. (g) 

SWT-Level 1 method. (h) SWT-Level 2 method. (i) Proposed 

method (without enhancement). (j) Proposed method (with 

enhancement). 

       

(a)                                                   (b) 

      
(c)                                                    (d) 

           
(e)                                     (f) 

        

(g)                                                         (h) 

        

(i)                                                    (j) 
Fig. 6. Fusion results for "Lena"' sample images. (a) 1st input 

image. (b) 2nd input image. (c) Enhanced version of 1st input 

image. (d) Enhanced version of 2nd input image. (e) Averaging 

method in spatial domain. (f) DCT-LP method. 

(g) SWT-Level 1 method. (h) SWT-Level 2 method. (i) 

Proposed method (without enhancement). (j) Proposed method 

(with enhancement). 

 

     
(a)                                         (b) 
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(c)                                                  (d) 

Fig. 7. Fusion results for color sample images. (a) 1
st 

input image. (b) 2
nd

 input image. (c) Proposed method 

(without enhancement). (d) Proposed method (with 

enhancement). 

     
(a)                                    (b) 

     
(c)                                                 (d) 

Fig. 8. Fusion results for color sample images. (a) 1
st 

input image.  (b) 2
nd

 input image. (c) Proposed method 

(without enhancement). (d) Proposed method (with 

enhancement). 

4.2. Metrics for Performance Evaluation 

The brief description of various non-reference 

performance metrics such as mutual information ( MI ), 

information entropy ( H ),
/UV F

Q , and standard deviation (σ) 

is given below for ready reference. 

4.2.1. Mutual Information (MI): The mutual information 

(MI) is a measure of random variables' mutual dependence, 

by measuring the distance between the joint distribution 

 , 
XY

p x y and the distribution associated with the case of 

the complete independence      
X Y

p x p y , by means of 

relative entropy in [28] as 

 
 

   
2
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, 
  ,  log  , 

 
x
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XY XY

X Yy
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   6  

 

where, X and Y are the two discrete random variables.  

Now, consider two source images U and ,V and the fused 

image ,F the amount of information that F contains about 

U and V is calculated in [28] as 

 
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Consequently, the image fusion performance measure 

can be calculated as [28] 
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FU FV

MI I I               
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4.2.2. Information Entropy (H): The entropy ( )H k of a 

discrete random variable k is defined as [28] 

     
1

2

0

  log ,   

L

F F

i

i p iH k p






                  

   10  

where, ,k ,
F

p  and L  are the gray-level index, the 

normalized histogram of the fused image, and the number of 

bins in the histogram, respectively [28].   

 

4.2.3 Xydeas and Petrovic metric: Xydeas and Petrovic 

proposed an objective performance metric, which basically 

measures the relative amount of edge information that is 

transferred from the source images A and B into the fused 

image, F [28], [29]. This method uses a Sobel edge 

detectorto calculate the strength ( , )g m n and orientation 

 ,m n information together at each pixel in both the 

source and fused images. The relative strength and 

orientation values of a source image ,U with respect to the 

fused image ,F are defined in [28] as 

 

 
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UF F

m n F
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U

F

g m n
otherwise

g m n
                                          

(11)  
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
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(12)  

Edge information preservation values are calculated as 

[28] 

 

     , ,

1 1
   

, 
  1 1 ,

UF UF

g m n g m nK G K AUF

m n g
Q Г Г e e

  



 
 

  
 
(13)  

 

 

 

 

where, the constants   ,  ,   , and        

  determine the exact shape of the sigmoid function used to 

form the edge strength and orientation [28]. Having     
   

and     
   for two L M source images, a normalized 

weighted performance metric is obtained in [28] as. 
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where, 
, 

UF

m n
Q and

, 

VF

m nQ are the edge preservation values 

and are  weighted by the values of , 

UF

m n
w and , 

VF

m n
w , which are 

defined as   , 
, 

LUF

m n U
w g m n  and   , 

, 
LVF

m n U
w g m n , 

where L is a constant and 0 ≤ 
/UV F

Q ≤ 1 [28]. 

4.2.4 Standard deviation ( ):  This metric is more 

efficient in absence of noise. It basically measures the 

contrast in the fused image. An image with high contrast 

would have high standard deviation [28]. The standard 

deviation as a measure of contrast of the fused image is 

calculated as [28] 

 

1

0

( ') ( ) ,
L

F

i

i i p i



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(15)  

and 
1

0

' ( ).
L

F

i

i i p i



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(16)  

4.3. Performance Evaluation and Analysis 

As explained in the above section 4.2, the non-reference 

performance metrics are calculated for different fused 

images using the proposed method. The results for ''Watch'' 

sample image are shown in Table 1 and compared with 

other existing methods. Similarly, for "PET+MRI" image 

and "Lena” images, the results are given in Table 2 and 3 

respectively. From Table 1 to Table 3, it is observed that the  

entropy ( H ) and standard deviation ( ) metrics obtained 

by the proposed image fusion scheme are better than the 

previously existing techniques in the literature, while other 

performance metrics such as mutual information and 
/UV F

Q

etc. are comparable with the results of other techniques. The 

improved results using the proposed technique may be 

attributed to the decomposition strategy exploited by the 

HVD technique based on energy of the constituting 

components of the signals. 

Table 1. Comparison of Methods using Performance 

Evaluation Metrics for Fig. 4. 

Watch MI(F, U) 
MI (F, 

V) 
Entropy QUV/F σ 

Proposed 

(with 

MMBEHE) 

2.8417 2.1246 7.7322 0.3230 59.7498 

Proposed 

(without 

MMBEHE) 

2.5398 2.6902 7.4110 0.4329 44.8809 

Averaging 

(Spatial 

Domain) 

2.8693 2.9621 7.3736 0.5032 44.6292 

DCT-LP 2.2954 2.6166 7.4500 0.5308 46.0964 

SWT 
(Level 1) 

2.7483 2.9560 7.4319 0.5649 45.6790 

SWT 

(Level 2) 
2.6942 2.9557 7.4399 0.5777 45.9242 

 

Table 2.Comparison of Methods using Performance 

Evaluation Metrics for Fig. 5. 

PET+MRI 
MI (F, 

U) 

MI (F, 

V) 
Entropy QUV/F σ 

Proposed 
(with 

MMBEHE) 

0.5346 2.3921 6.7659 0.3207 41.3813 

Proposed 

(without 
MMBEHE) 

0.5274 3.3248 6.0999 0.4311 35.7827 

Averaging 

(Spatial 
Domain) 

0.5885 4.4678 6.0158 0.4363 35.5772 

DCT-LP 0.5249 2.5238 6.2238 0.4641 36.0867 

SWT 

(Level 1) 
0.5820 3.8613 6.0949 0.4654 35.6873 

SWT 

(Level 2) 
0.5774 3.7004 6.1024 0.4813 35.6873 

Table 3.Comparison of Methods using Performance 

Evaluation Metrics for Fig. 6. 

Lena 
MI (F, 

U) 

MI (F, 

V) 
Entropy QUV/F σ 

Proposed 
(with 

MMBEHE) 

2.3006 2.3000 7.8807 0.5746 69.6461 

Proposed 

(without 
MMBEHE) 

2.3224 2.3191 7.2646 0.5117 41.9824 

Averaging 

(Spatial 
Domain) 

2.3349 2.3446 7.2604 0.5106 41.8401 

DCT-LP 2.2892 2.2026 7.3000 0.6132 42.4378 

SWT 

(Level 1) 
2.3271 2.2850 7.2773 0.5917 42.0446 

SWT 

(Level 2) 
2.3265 2.2723 7.2811 0.6103 42.1284 

V. CONCLUSION AND FUTURE WORK 

In this work, a method for image fusion using the HVD 

is proposed. The simulation results obtained with the 

proposed method give better visual appearance of the fused 

image than other existing techniques. The values of the 

several performance metrics of the fused images using the 

proposed technique are also better/comparable with other 

techniques existing in the literature. The simulation results 

obtained for color images show that the proposed algorithm 

works well for color images in HSI color space also. 

However, the proposed method is based on 1-D HVD and 

the use of 2-D HVD based fusion is yet to be explored. 
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