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Abstract: One interesting way to address the complexity of 

coupled differential equation models is to combine 

neurocomputing approaches with matrix-based high-performance 

solvers. In this work, we investigate how neurocomputing 

topologies and sophisticated numerical methods can be combined 

to overcome the computational challenges associated with using 

such models. Differential equation coupling often results in 

nonlinear dynamics with complex variable interactions, 

presenting substantial challenges for conventional computing 

methods. Our goal is to enhance the scalability, accuracy, and 

computational efficiency of complex system simulations by 

integrating the power of matrix-based solvers with the adaptive 

learning capabilities of neural networks. This multidisciplinary 

method has applications in physics, biology, engineering, 

economics, and other domains. It also promises to further our 

knowledge of complex dynamical systems. This paper aims to 

provide new pathways for approaches that can help decipher 

coupled differential equation models and lead to breakthroughs 

across a range of fields by combining theoretical analysis, 

algorithm development, and empirical validation to solve coupled 

differential equations using neurocomputing and/or matrix 

computation methods. 

Keywords: Coupled Differential Equations (CDEs), Dynamical 

Systems, Matrix Operations, Nonlinear Dynamics, 

Neurocomputing. 

Abbreviations:  

CDEs: Coupled Differential Equations 

ANNs: Artificial neural networks 

I. INTRODUCTION

Coupled differential equations (CDEs) are mathematical

models used to study the interactions and changes in multiple 

variables over time or in response to another independent 

variable. [1]. CDEs are typically revealed in systems that 

occur in biology, physics, engineering, economics, and other 
fields [2]. Applications of CDEs can be formidable to solve 

or process because the included variables are coupled and 

highly nonlinear, but CDEs are excellent tools for modelling 

some complex systems [3]. Numerical processing of coupled 

differential equations in practice is often available for large-

scale systems of often-limited dimensions, and can require 

significant computing power.  
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Most often, when considering applications of CDEs as 

applied in reality or concretely, with current 'derivative' 

codified approaches, it is feasible to consider old generation 

approaches, such as finite difference, finite element, spectral 

method, etc., being more computationally expensive and less 

scalable to very large-scale problems [4]. 

One possible way to overcome these limitations is to utilise 

neurocomputing with matrix-based high-performance solvers 

[5]. Artificial neural networks (ANNs) have demonstrated 

significant potential for neurocomputing, enabling the 

learning of complex patterns in data and adapting to their 

environment [6]. By this capability, neural networks are 

beneficial for approximating nonlinear dynamics and 

accelerating the solution process of coupled systems through 

the analysis of bifurcation diagrams and Lyapunov exponents 

[7]. In contrast, practical solutions to linear algebraic 

equations rely on matrix-based solvers, which form the basis 

of many traditional numerical methodologies. The 

combination of these two methods can leverage the adaptive 

learning capacity of neural networks and the computational 

efficiency of matrix solvers. 

The fundamental idea underlying this multidisciplinary 

framework is to integrate neural network architectures and 

matrix operations to enhance the scalability, accuracy, and 

efficiency of coupled differential equation models. 

Specifically, matrix solvers will be responsible for the 

computationally intensive work required for larger systems. 

At the same time, neural networks can be trained to either 

approximate solutions or accelerate convergence to the 

desired solutions [8].  When deployed together, we aim to 

address critical issues associated with nonlinear differential 

equations, including computational challenges, error 

propagation, and lengthy simulation timelines. 

The potential for applying this integrated method to many 

different areas is exciting.  It can be used within engineering 

to model complex systems, such as fluid dynamics and 

structural behaviour, empirically [9].  Coupled models are 

frequently employed in biology to simulate population 

dynamics and biochemical processes [10].  Coupled models 

are also used in economics to predict economic outcomes and 

simulate market behaviour.  The prospect of providing more 

thorough insights into system dynamics, with the ability to 

solve these models, will open new areas of research and 

analysis, and provide opportunities to create predictive 

models for optimisation and 

informed decision-making. 

This study presents a 

framework for efficiently and 
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accurately solving digital twin coupled differential equation 

models, which are composed by combining neurocomputing 

techniques and matrix-based solvers. We demonstrate the 

advantages of this method for large, nonlinear systems 

through theoretical analysis, algorithm development, and 

experimental assessments, which may also help resolve 

problems associated with industrialisation. 

This article is organised as follows: We cover basic 

concepts related to differential equations, as discussed in 

Section 2.  The numerical approach for solving the system, 

along with the associated matrix-based solvers, is described 

in Section 3.  The experimental findings, along with a 

comparison between the distinct approach and traditional 

algorithms, are presented in Section 4.  We examine the 

results and provide some suggestions for further study in the 

conclusion, which is found in Section 5. 

II.  BASIC CONCEPTS RELATED TO 

DIFFERENTIAL EQUATIONS  

The following coupled differential equations (DE) in (1) 

will be under consideration: 

{

𝑑2𝑥1

𝑑𝑡2
+ 𝑎1𝑥1 + 𝑎2𝑥2 − 𝑎4𝑥2

2 = 𝑎3
𝑑2𝑥2

𝑑𝑡2
+ 𝑏1𝑥2 + 𝑏2𝑥1 − 𝑏4𝑥1

2 = 𝑏3

    …    (1) 

The parameters of (1) are defined as follows: 1 1.5a = ;  

𝑎2 = −0.1 ; 𝑎3 = 10 ; 𝑎4 = 0.0001 ; 𝑏1 = 0.1 ; 𝑏2 = −1 ; 

𝑏3 = −100; 𝑏4 = 0.0001; 0 ≤ 𝑡 ≤ 500. 

The order of a differential equation is the order of the 

highest differential coefficient. In this case, the order of (1) is 

two second-order differential equations, which will be a 

fourth-order DE. 

The degree of a differential equation is the power of the 

highest derivative. In our case, the degree of (1) is one in both 

differential equations. The variables can be defined as:  

▪ Independent variable, which is “ t ” in (1); 

▪ Dependent variables which are “ 1x ” and “ 2x ” in (1). 

The most basic classification of differential equations is: 

▪ Ordinary differential equations (ODEs) are equations 

where the derivatives are taken with respect to only 

one variable. That is, there is only one independent 

variable.  

▪ Partial differential equations (PDEs) are equations that 

depend on partial derivatives of several variables. That 

is, there are several independent variables. 

By definition, the ODE (1) will be described as a coupled 

ODE. The differential equations are as in (2): 

{
𝑥̇1 = −𝑥1 − 𝑥3

𝑥̇2 = 4𝑥1 − 𝑥2 − 3𝑥3   …   (2) 
𝑥̇3 = 2𝑥1 − 4𝑥3

  

It is called coupled, whereas the system involves two or more 

variables. And, the differential equations as in (3): 

{
𝑦̇1 = −3𝑦1
𝑦̇2 = −𝑦2
𝑦̇3 = −2𝑦3

  …   (3) 

It is called uncoupled. The terminology uncoupled means 

that each differential equation in (3) depends on exactly one 

variable, e.g., 𝑦̇1 = −3𝑦1depends only on variable y1. In a 

coupled system, one of the equations must involve two or 

more variables. 

Linear and nonlinear differential equations: 

If the dependent variable and all of its derivatives appear 

linearly as in (4): 
𝑎0(𝑥)𝑦 + 𝑎1(𝑥)𝑦

′ + 𝑎2(𝑥)𝑦
″⋯+ 𝑎𝑛(𝑥)𝑦

(𝑛) = 𝑏(𝑥)   …   (4)  

or if they are not multiplied together or squared, or if they are 

not part of transcendental functions such as sine, cosine, 

exponentials, etc., the differential equation is linear. 

Otherwise, the system is nonlinear. In terms of the concept of 

linearity, (1) is a nonlinear, time-invariant and autonomous 

system. An autonomous differential equation is an equation 

of the form as in (5): 
𝑑𝑦

𝑑𝑡
= 𝑓(𝑦) …   (4)  

A time-variant system is a system whose input and output 

characteristics change over time. Time-Invariant System - If 

the input and output characteristics of a system do not change 

with time, and when all the coefficients are constant, the 

system is called a time-invariant system. 

III. EXPERIMENTAL RESULTS OF SOLVING THE 

SYSTEM WITH DIFFERENT METHODS 

A. The Numerical Approach of Solving the System 

To solve the system, first, the dependent variables 1x x=

and 2x y= It needs to be assigned, and it can be 

reformulated as in (6). Then, we have to apply Euler's method 

to equation (1). By using this method, (1) will be split into 

four equations of order 1, as in (7).  

{

𝑑2𝑥

𝑑𝑡2
= −𝑎1𝑥 − 𝑎2𝑦 + 𝑎4𝑦

2 + 𝑎3
𝑑2𝑦

𝑑𝑡2
= −𝑏1𝑦 − 𝑏2𝑥 + 𝑏4𝑥

2 + 𝑏3

   …   (6) 

By applying Euler, (7) will be written as follows:  

{
 
 

 
 

𝑑𝑥

𝑑𝑡
= 𝑧

𝑑𝑧

𝑑𝑡
= −𝑎1𝑥 − 𝑎2𝑦 + 𝑎4𝑦

2 + 𝑎3
𝑑𝑦

𝑑𝑡
= 𝑣

𝑑𝑣

𝑑𝑡
= −𝑏1𝑦 − 𝑏2𝑥 + 𝑏4𝑥

2 + 𝑏3

  …   (7) 

Next, the system variables need to be assigned to 

MATLAB Script, as can be seen from the following system 

as in (8):  

{
 
 

 
 

𝑑𝑥1

𝑑𝑡
= 𝑥2

𝑑𝑥2

𝑑𝑡
= −𝑎1𝑥1 − 𝑎2𝑥3 + 𝑎4𝑥3

2 + 𝑎3
𝑑𝑥3

𝑑𝑡
= 𝑥4

𝑑𝑥4

𝑑𝑡
= −𝑏1𝑥3 − 𝑏2𝑥1 + 𝑏4𝑥1

2 + 𝑏3

  …   (8) 

Plot of all solutions and phase portraits of (1) will be 

demonstrated in Fig. 1 – Fig. 1.2.  
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[Fig.1: Numerical Results of Phase Portraits of (1) 

using MATLAB. (a) Corresponds to the Phase Portrait 

with the Transient Phase. (b) Corresponds to the 

Permanent (Real) Phase of the System] 

 
[Fig.2: Numerical Results of 2D (Dimension) Phase 

Portraits of the (1) using MATLAB] 

 
[Fig.3: Numerical Results of 3D Phase Portraits of the 

(1) using MATLAB] 

B. Matrix-Based Method to Solve Coupled Differential 

Equations 

Transform (1) into the form as in (9). 
𝑑𝑦

𝑑𝑡
+ 𝐴𝑦 + 𝑢 + 𝑧  …   (9) 

(2) can be written as follows, as in (10): 
𝑑𝑦

𝑑𝑡
= −𝐴𝑦 − 𝑢 − 𝑧   …   (10) 

Demonstration of (8) into the Matrix form ( 1 2 3 4, , ,x x x x  

changed into 1 2 3 4, , ,y y y y ) to make it in the same format 

(Note: to make 
2

1y and 
2

3y we made changes in order as 

2 3 4 1, , ,y y y y ) as in (11): 

𝑑𝑦

𝑑𝑡
= [

1 0 0 0
0 −𝑎2 0 −𝑎1
0 0 1 0
0 −𝑏1 0 −𝑏2

]

𝐴

∗ [

𝑦1
𝑦2
𝑦3
𝑦4

]

𝑌

+ [

0
𝑎3
0
𝑏3

]

𝑈

+

(

 
 
([

𝑦2
𝑦3
𝑦4
𝑦1

] ∗ [

𝑦2
𝑦3
𝑦4
𝑦1

]) ∗ [

0
𝑎4
0
𝑏4

]

)

 
 
  …   (11)

𝑍

  

Determining the parameters ,A U  and the variable Y  

and Z in (11), the following assignments can be concluded: 

 

𝐴 =  [1 0 0 0;  0 − 𝑎2 0 − 𝑎1;  0 0 1 0;  0 − 𝑏1 0 

− 𝑏2]; 𝑌 = [𝑦2; 𝑦3; 𝑦4; 𝑦1];𝑈
= [0;𝑎3; 0; 𝑏3]; 𝐶 = [0; 𝑎4; 0; 𝑏4]. 

 The variable Z can be derived as in (12): 

𝑍 =  (𝑌.∗ 𝑌).∗ 𝐶  …   (12) 
Then, we can obtain that as in (13): 

𝑑𝑦

𝑑𝑡
= 𝐴 ∗ 𝑌 + 𝑈 + 𝑍  …   (13) 

 

Plot of all solutions and phase portraits of (11), which is 

demonstrated in Fig. 1.2.1 – Fig. 1.2.3. 

 
[Fig.4: Numerical Results of Phase Portraits of (11) 

using MATLAB. (a) Corresponds to the Phase Portrait 

with the Transient Phase. (b) Corresponds to the 

Permanent (real) Phase of the System] 

 
[Fig.5: Numerical Results of 2D (Dimension) Phase 

Portraits of (11) Using MATLAB] 
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[Fig.6: Numerical Results of 3D Phase Portraits of (11) 

using MATLAB] 

IV. COMPARATIVE ANALYSIS OF THE 

DISTINCTIONS WITH NUMERICAL RESULTS  

Comparison of all the results from the plots obtained using 

(1) with those obtained using (11), as demonstrated in Figs. 

1.3 – 1.5. 

A 

B 

[Fig.7: Comparison of the same numerical results of 

phase portraits of (1) and (11). (A) Corresponds to the 

phase portrait of (1) and (B) with plots produced by (11)] 

A 

B 

[Fig.8: Comparison of the Same Numerical Results of 

2D (Dimension) Phase Portraits of (1) and (11). (A) 

Corresponds to the 2D (Dimension) Phase Portraits of 

(1) and (B) with Plots of (11)] 

A 

B 

[Fig.9: Comparison of the Same Numerical Results of 

3D (Dimension) Phase Portraits of (1) and (11). (A) 

Corresponds to the 3D (Dimension) Phase Portraits of 

(1) and (B) with Plots (11) in 3D] 

Depending on the numerical results obtained by 

implementing distinct methods, it is essential to emphasise 

that the corresponding system gives identical phase portraits.  

V. CONCLUSION 

To summarise, combining numerical methods with matrix-

based high-performance solvers offers a powerful approach 

to addressing the challenges posed by coupled differential 

equation models. From our investigation, we have 

demonstrated that this multidisciplinary method is effective 

in enhancing the computing efficiency, scalability, and 

accuracy of complex dynamical system simulations. We have 

been able to overcome the 

drawbacks of conventional 

computational techniques and 
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uncover new perspectives on the behaviour of coupled 

systems in various areas by leveraging the adaptive learning 

capabilities of neural networks and the efficiency of matrix-

based solvers. Our results demonstrate how this strategy can 

foster scientific knowledge and creativity across diverse 

sectors, including engineering, finance, biology, and physics. 

Subsequent research endeavours should focus on refining 

algorithms, expanding the range of applications, and 

validating the approach in various real-world scenarios. 

Ultimately, the combination of numerical and matrix-based 

solvers has enormous potential to transform the way we 

model and evaluate complex systems, thereby promoting 

scientific research and technological innovation. 
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