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Abstract: Crime is one of the most significant and pervasive 

problems in our society, and preventing it is a crucial duty. A large 

number of crimes are perpetrated each day. Maintaining and 

analyzing crime data to forecast and solve crimes is the current 

issue. This project analyzes a large dataset of crimes and predicts 

future crimes based on conditions. This project uses data science 

and machine learning for India's crime data prediction. Thus, 

Decision Tree, Logistic Regression, Multi-Regression, k-NN, 

Lasso & Ridge, and Random Forest are all involved in the 

supervised classification problem. Predicting crimes and 

classifying effective pattern detection and visualization equipment 

Utilizing crime data trends from the past allows us to correlate 

aspects that may help us comprehend the breadth of crimes in the 

future. This study uses visualization and machine learning 

methods to estimate future crime rates. First, raw datasets were 

processed and displayed 

Keywords: Predictive Analytics, Crime Analytics, Machine 

Learning, Performance Enhancement, Pattern detection, 

Decision Learning. 

I. INTRODUCTION 

Crime poses the greatest threat to humanity. There are 

numerous crimes that occur at regular intervals. Perhaps it is 

growing and spreading rapidly and widely. From small 

villages and towns to major metropolitan areas, criminal 

activity is prevalent. There are various types of crimes, 

including robbery, murder, rape, assault, imprisonment, and 

kidnapping, etc. [1][2]. Crime prediction helps analysts 

visualize criminal networks, reduce risks, and boost 

productivity. [3][4]. A good prediction technique helps 

predict crime rates, evolve crime data sets faster, and track 

crime analysis resources. Crime analysis can be done using 

machine learning techniques. Machine learning approaches 

use computers and mathematics to program systems to 

operate. These methods help prevent and identify crime. 

Crime analysis includes pattern extraction, prediction, and 

detection. With so much crime data, the police force struggles 

to predict crime. Technology is required for faster case 

resolution. train a prediction model. The test dataset will 

validate the training dataset. Based on accuracy, smarter 

algorithms will build the model [5][6]. This work helps 

Indian law enforcement organizations predict and detect 

crimes more accurately, lowering crime rates. Machine 

learning algorithms have greatly improved crime prediction 

based on prior data. 
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The goal of this project is to use machine learning models to 

analyze and predict crimes over the next few months. It 

creates a model to estimate monthly crime by type. In this 

research, a number of machine learning models, such as 

regression techniques, K-NN, and boosted decision trees, 

will be utilized to predict criminal behavior. A month-wise 

crime analysis can be performed to comprehend the crime 

pattern [7]. Using various visualization tools and graphs can 

aid law enforcement organizations in detecting and 

predicting crimes with greater precision. This will indirectly 

aid in reducing crime rates and also enhance security in such 

necessary places. We utilized a dataset of crime reports for 

India from 2022 that was made available on the official 

website for datasets. The data, which originated from the 

Indian Police Department, had over 5473 records, or data 

points [7]. Each data point consists of 14 attributes 

representing diverse information on the major head, minor 

head, crimes committed in the past years and months, and the 

severity of the reported offense [7]. 

II. LITERATURE SURVEY   

Machine learning models forecast crime using India's crime 

data collection. This paper compares KNN, SVM, and 

regression models. Dataset and feature selection affect 

prediction. KNN predicts 80%, Linear Regression 91%, SVC 

86%, Lasso and Ridge Regression 85%, Logistic Regression 

87%, and SVC 84%. [8][9][10]. Crime pattern detection is a 

big issue. Understanding datasets is also crucial. To avoid 

wasting resources on erroneous or missing numbers, we took 

the mean. Additionally, employing a strategy for categorizing 

the crime rate as high, medium, or low No one has identified 

the types of crimes that can occur or their likelihood of 

occurring. Crime analysis and prediction are crucial activities 

that can be optimized through the use of a variety of 

approaches and processes. Numerous researchers conduct 

extensive studies in this field. Existing work is confined to 

identifying the number of crimes committed in the current 

month using datasets [11][12] [13]. 

III. PROPOSED SYSTEM 

The proposed system employs the Lasso-KNN combined 

technique to get greater precision and outcomes than other 

superior algorithms such as random forest, SVR, KNN, and 

decision tree classifiers. Lasso employed two-thirds of the 

Crime dataset for training, and then we trained Lasso's 

projected value again with KNN to achieve more accurate 

results. a collection of dataset-record decision trees. Lasso 

and KNN have a precision of 85%, random forest 84%, and 

SVR 90%. Our primary goal is to increase the precision of the 

KNN regressor method from 80% to 85%, predict accurate 

results for our Crime dataset using Lasso-KNN, and avoid 

overfitting and underfitting.  
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Our proposed approach employs Lasso and KNN, which are 

more accurate than previous regression algorithms by 85%. 

The next step uses Lasso and SVR, which are 91% more 

accurate than the previous regression algorithms and 

Lasso-KNN. Numerous graphs, such as bar graphs, may be 

applied in this representation. Using the matpoltlib package 

from Sklearn [14].The crime dataset is analyzed through the 

use of graphs 

IV.   METHODOLOGY 

• Data Collection Methods: 

Using important data sources, data collection was done for 

crime prediction. These are:  

• Social media analysis 

• Records of crime from the website of the Indian 

government 

• Social media analysis 

• newspapers; 

• CRDs (Call Data Records) 

The Indian Police Department's "Crime Data 2022" is the 

largest data set kept by a law enforcement agency. A sizable 

number of crime prediction systems are being tried in India. 

Social media is another important method of gathering 

information for crime prediction [7]. 

To accurately estimate the victims of the current month, we 

applied certain machine learning techniques. Using a 

combination of KNN and Lasso also improves the accuracy 

of KNN. SVR and the Random Forest Regressor are used to 

make accurate predictions. We estimate the appropriate 

number of victims for the months of August and December of 

the current year using databases of all crimes committed in 

those months. 

• Approach: 

Lasso-KNN:  

                 Here, we utilize a combination approach of Lasso     

and KNN to improve the accuracy of KNN from 80% to 85%. 

Specifically, we first train the model with Lasso and then 

train it again with KNN in order to increase the accuracy to 

85%. 
 

 
 

Fig 4.1: Scatter plot of Lasso-KNN of Crime Dataset 

Between major Head and Y Predict. 

Lasso-SVR:  

            Here, we use a combination of Lasso and SVR to 

make the previous proposed method more accurate, from 

90% to 91%. To be more specific, we train the model with 

Lasso first and then train it again with SVR to get the 

accuracy up to 91%. 

 

Fig 4.2: Scatter Plot of Lasso-SVR of Crime Dataset 

Between Major Head and Y Predict. 

 

In this project, we viewed the various plots and algorithms 

available for use in estimating future criminal activity. 

V.   RESULTS 

Score Table:  

 

Algorithm Score 

Linear Regression 91% 

Logistic Regression 87% 

K-Nearest Neighbor 80% 

Random Forest Regressor 84% 

Random Forest Classifier 91% 

Lasso Regression 91% 

Decision Tree Classifier 90% 

Lasso-KNN 85% 

Support Vector Regressor 90% 

Lasso-SVR 91% 

 

Given that the output of Lasso-SVR is superior to that of 

competing algorithms, we adopt a Lasso-KNN strategy to 

boost the precision of KNN. 

Dataset:  

The dataset was obtained from the government dataset 

website by month, but it must be organized and preprocessed 

prior to usage. 

It has columns such as "Month of the previous year," "Major 

Head," "Minor Head," "End of month," "prior month," 

"current month," and "Name of month." We heavily rely on 

the previous year's month, the previous month, the end of the 

month, the major head, and the name of the month to forecast 

the value of the current month. 
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Fig 5.1: Crime dataset 

KNN Score: 

Here, we utilized the KNN method to determine the predicted 

output and accuracy. Here, we first train our model using the 

fit method in Python, and then we predict the test data, which 

accounts for 30 percent of our dataset. 70% of our dataset is 

used for training purposes. Here, Knn achieves an accuracy 

of approximately 80%. Here, we must increase the precision 

of Knn by combining the Lasso and Knn approaches. 

 
Fig 5.2: Model Score after applying KNN approach 

Lasso-KNN Score: 

Here, we first use the Lasso method for training, which 

predicts all training output and stores all predicted results in 

the g_train variable. Then, we use the KNN approach for 

re-training, which includes x_train and g_train (predicted 

Lasso results). Then, we construct a model that accurately 

predicts the x-test results. This strategy increases the KNN 

accuracy by 5%. 

 

Fig 5.3: Model Score after applying Lasso-KNN approach 

After employing the lasso-KNN method, we were able to 

successfully improve the KNN accuracy. 

Lasso-SVR Score: 

Here, we begin by training with the Lasso method, which 

predicts all training output and stores all predicted results in 

the g_train variable. Then, we retrain using the SVR method, 

which includes x_train and g_train (predicted Lasso results). 

Then, we construct a model that predicts the x-test results 

accurately. This strategy improves the accuracy of the Lasso 

by 6%. 

 

Fig 5.4: Model Score after applying Lasso-SVR approach 

Predicted output: 

The number of victims during the month of August is 

anticipated here. We are utilizing appropriate supervised 

learning techniques to make accurate forecasts. When month 

is set to 8, major head is set to 14, previous year month is set 

to 5, prior year month is set to 9, and current year up to the 

end of the month under review is set to 2, the output is 3.47 

for Lasso-KNN and 8.22 for SVR. Our proposed algorithm 

delivers a better result than SVR. As Our proposed algorithm, 

Lasso-KNN, yields an output of 3.47, which is somewhat 

bigger than 2 for the current year up to the end of the month 

under review, but on the other hand, it yields 8.22, which is 

significantly greater than 2,  
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therefore, there is a high probability of an overfit error 

occurring. But we need more accurate results than our 

proposed method Lasso-KNN can give, so we are using our 

proposed method Lasso-SVR instead. Our proposed method, 

Lasso-SVR, gives a result of 6.57, which is better than all of 

the other algorithms' results. We are still using the two 

proposed methods, but Lasso-SVR is giving better results 

than Lasso-KNN. However, by using the Lasso-KNN 

approach, we were able to improve the accuracy of KNN 

from 80% to 85%. We use Python, a widely used 

programming language for statistical analysis, to make 

predictions about the frequency with which various types of 

crime will occur in this project. 

 

Fig 5.5: Predicted value of SVR algorithm 

 

Fig 5.6: Predicted value of Lasso-KNN approach 

 

Fig 5.7: Predicted value of KNN algorithm 

 

Fig 5.8: Predicted value of Lasso-SVR algorithm 

VI.  DISCUSSION 

This paper talks about crime prediction systems that use 

machine learning techniques and the ways in which those 

systems do their job. In machine learning, algorithms like 

K-Means, SVR, Lasso-KNN, Linear and Logistic 

Regression, Random Forest, Decision tree, etc. are used to 

predict events. From these used data analysis algorithms, 

"K-Means" gives a lower score, so we need to combine it 

with "Lasso" to raise the score and prevent "overfitting," 

which happened with the "SVR" algorithm. This happened 

because the criminal data was reliable and relevant. But 

K-Means won't work well with noisy data, so we need to 

preprocess it to deal with missing and NAN values. The 

algorithm also won't give a better average when there are 

more clusters. Because of this, K-Means works best when the 

data is not too noisy and there aren't too many clusters. But 

when we put lasso and KNN together, we got a prediction 

that was accurate 85% of the time. On the other hand, we 

need more accurate results, so we need to use the Lasso-SVR 

approach to get up to the most accurate output of 6.57, which 

is much better than the Lasso-KNN approach. In this project, 

we are using two proposed methods: first, we are increasing 

the score of KNN, which is up to 85%, and then we are using 

the best approach to get up to the score of 91%. These are two 

possible ways to do something. The area being talked about 

has grown because crime pattern detection systems now also 

use image processing. 

VII. CONCLUSION 

With the use of machine learning technologies, it has become 

easier to identify relationships and patterns within diverse 

data sets. This study focuses mostly on predicting the type 

and number of crimes that may occur. Using the notion of 

machine learning, we constructed a model with training data 

sets that underwent data cleansing and modification. When 

we use Lasso-KNN, the model can predict the type of crime 

with 0.846% accuracy. When we use Lasso-SVR, it can do 

the same thing with 0.914% accuracy. Data visualization 

facilitates data set analysis. The graphs consist of bar, line, 

and scatter graphs, each with their own distinct qualities. We 

developed numerous graphs and discovered intriguing 

statistics that helped us comprehend Indian crime datasets 

that can aid in identifying elements that contribute to a safer 

society. Our program provides a framework for viewing the 

number of crimes and analyzing them using a variety of 

machine learning algorithms. Using a variety of interactive 

visualizations, the initiative assists criminal analysts in 

analyzing these crimes. The interactive and visual feature 

applications will aid in the reporting and identification of 

criminal patterns. Clearly, law enforcement agencies may 

benefit greatly from utilizing machine learning algorithms to 

combat crime and save mankind.  
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