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Abstract: Heart disease is a leading cause of mortality worldwide, 

and early detection and accurate prediction of heart disease can 

significantly improve patient outcomes. Machine learning 

techniques have shown great promise in assisting healthcare 

professionals in diagnosing and predicting heart disease. The 

diagnosis and prognosis of heart disease must be improved, 

refined, and accurate, because a small mistake can cause weakness 

or death. According to a recent World Health Organization study, 

17.5 million people die each year. By 2030, this number will 

increase to 75 million.[2] This document explains how to enable 

online KSRM capabilities. The KSRM smart system allows users to 

report heart-related problems. This research paper aims to explore 

the use of machine learning algorithms for effective heart disease 

prediction classification with Adaboost for improve the accuracy of 

algorithm. 
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I. INTRODUCTION 

Heart disease encompasses a range of conditions that 

affect the heart's functionality, including coronary artery 

disease, congestive heart failure, and arrhythmias. Early 

identification of individuals at risk of heart disease allows for 

timely intervention and prevention of potentially life-

threatening events[3]. Machine learning techniques, such as 

classification algorithms, can leverage patterns and 

relationships in large datasets to develop accurate prediction 

models. The importance of the selection process is that most 

scientists agree that there are many times when you or 

someone needs a doctor's help, but sometimes they just can't. 

KSRM is an online application. Here, users get instant heart 

disease counselling via online smart 

system[13][17][18][19][20]. Therefore, we have the right data 

preparation and we need a good selection process to get a high 

prediction of heart disease using key features and data mining 

experts. Although the choice is clearly difficult to combine the 

right data mining process with the right process. Then it 

touches on specific points for users to check for various 

diseases that may be associated with it.  
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The KSRM model offers seven classification methods: k-

Neighbors Neighbor (K-NN), Support Vector Machine 

(SVM), Random Forest (RF), Logistic Regression (LR), 

Multi-Layer Perception (MLP), Decision Trees (DT), 

Random Forest (RF) and Naïve Bayes (NB) to build 

predictive models. Data preprocessing and feature selection 

steps are performed before the model is created. Models were 

evaluated for accuracy, precision, recall, and F1 score. The 

SVM model performed best with an accuracy of 88%. For the 

application we use Weka Tool 3.8.6 which has various 

libraries and headers to make it work accurately and 

clearly[4]. 

Accurate diagnosis of heart disease is promising, but it may 

not be easy. In addition, the combination of key features will 

increase forecast accuracy. This indicates that extensive 

testing is required to identify key features to achieve this 

goal[5]. A comprehensive analysis and comparison of 

different experimental feature combinations and data mining 

techniques is not shown[14][21]. Therefore, all attempts 

should be made to accurately describe data mining techniques 

and key features to ensure heart disease predictions are 

accepted and accurate. The app has a lot of content, including 

content related to heart disease. The KSRM smart system 

allows users to report heart-related problems [1]. Then it 

touches on specific points for users to check for various 

diseases that may be associated with it. The system is 

available for online cardiology consultation. Today, 

healthcare providers around the world are using machine 

learning. In this study, the KSRM model offers seven 

classification methods: k-Nearest Neighbors (K-NN), 

Support Vector Machine (SVM), Random Forest (RF), 

Logistic Regression (LR), Multi-Layer Perception (MLP), 

Decision Trees ( DT) ), Random Forest (RF) and Naive Bayes 

(NB) for building predictive models[7]. In this research I used 

the Comparative Analysis of Classification Methods and 

retrieved the data from the UCI repository. After applying the 

Ada-boost[15] that also work on the stagewise addition 

method where multiple weak learners used for getting strong 

learner  and improve the result up to 88% 

Heart Disease Dataset (HDD) and Predictive Model 

The UCI Heart Disease Dataset (HDD) dates back to 1988 and 

consists of four databases: Cleveland, Hungary, Switzerland, 

and Long Beach V. It contains 76 features, including the 

predictive features, but each of the published tests refers to the 

use of one of the following. 14 of them the "Target" field 

indicates whether the patient has heart disease. This is an 

integer value, 0 = no virus, 1 = virus. 
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Table 1: The Physical Examination Data of Heart 

Disease Patients 

S. N Attributes Description 

1 Age 
Patients age in 

years 
Continuous 

2 Sex 
Sex of subject 

(male- 0,female-1) 
Male/Female 

3 CP Chest pain type 

Four types (1 typical 

angina,2 atypical 

angina, 3 non-
anginal, pain 4 

asymptomatic ) 

4 Trest bps 
Resting blood 

pressure 

Resting systolic 

blood pressure (in 

mm Hg on admission 
to the hospital) 

5 Chol 
Serum cholesterol 

in mg/dl 
Serum cholesterol in 

mg/dl 

6 FBS 
Fasting blood 

pressure 

Fasting blood 

sugar>120 mg/dl 

(0—false; 1—true) 

7 Rest ecg 
Resting 

Electrocardiograph 

0—normal; 1—
having ST-T wave 

abnormality; 2—left 

ventricular 
hypertrophy 

8 Thalach 
Maximum heart 

rate achieved 

Maximum heart rate 

achieved 

9 Exang 
Exercise Induced 

Angina 

Exercise-induced 
angina (0—no; 1—

yes) 

10 Old peak 

STD expression 

introduced by 

exercise. 

ST depression 

induced by exercise 

relative to rest 

11 slope 
Slope of Peak 
Exercise ST 

segment 

slope of the peak 

exercise ST segment 
(1—upsloping; 2—

fat; 3—down 

sloping) 

12 Ca 
Number of major 

vessels 

No. of major vessels 
(0–3) colored by 

fuoroscopy 

13 Thal Defect type 

Defect types; 3—
normal; 6—fxed 

defect; 7—reversible 

defect 

14 Targets Heart disease 

diagnosis of heart 

disease status (0—nil 

risk; 1—low risk; 
2—potential risk; 

3— high risk; 4—

very high risk) 

We propose to learn all previous methods and various 

estimation methods including (but not limited to) k-nearest 

Neighbours (K-NN), Support Vector Machines (SVM), 

Random Forests (RF), and Linear Regression (LR). Multi-

Layer Perception (MLP), J48 for developing predictive 

models. We will use medical information in our educational 

work. The purpose of the above research is to develop a 

predictive model. The result will be lower defects and lower 

overhead. The main objective is to improve the prediction 

rate by applying a strong classifier. The clinical data set has 

been used for training and testing. The KSRM collects a 

large amount of medical data for overloading the process. 

So, we try to improve the overloading issues in KSRM. To 

minimize the false positive rate as well as the time 

consumption rate. To deal with all the above issues we tried 

to apply Naive Bayes, j48, MLP, KNN, SMO, Bayes net, 

and random forest classifiers for the classification of Heart 

data set utilizing open source data mining tools like WEKA. 

This paper proposed to enhance the efficiency of the 

prediction of heart disease with the Adaboost boosting 

Algorithm to improve the accuracy utilizing a dataset 

Pre-processing of Data: We need to clean and remove the 

missing or noise values from the dataset to obtain accurate 

and perfect results, known as data cleaning. Using some 

standard techniques in Weka 3.8.6, we can fill in missing 

and noise values[10]. Then we need to transform our 

dataset by considering the dataset's normalization, 

smoothing, generalization, and aggregation. Integration is 

one of the crucial phases in data pre-processing, and various 

issues are considered here to integrate. Sometimes the 

dataset is more complex or difficult to understand. In this 

case, the dataset needs to be reduced in a required format, 

which is best to get a good result[6]. 

Proposed Architecture: The architecture of the proposed 

work is represented in the following diagram. As we can see 

the data set used is HDD data set. An intellectual Disease 

prediction System (KSRM) can be incorporated by means of 

data set. It is a group of records used to estimate the 

performance of DPS[8-9]. In the past years heart data set has 

been utilized by researchers to reveal the applicability and 

presentation of the knowledge discovery tasks. The process 

of counting the appropriate or significant variables or 

attributes for the system creation is known as feature 

selection[12]. 

 

 

Figure 1. The Architecture of Intellectual Disease 

Prediction System (KSRM) 

Classification is the process of assigning records to one of 

the two modules. The aim of classification tasks is to 

correctly classify the data into the exact class depending on 

the properties of the information. It is a data mining section 

that can allot records. For instance, a cataloging 

representation can be used to recognize loan applicants as 

small, intermediate, or elevated classes[11]. A 

categorization mission starts with facts set. They are 

predefined so that the unknown data can be classified easily. 
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Algorithm 

 Input: HDD Dataset 

Output: WEKA Compatible. ARFF file in Which all Attacks are Classified Individually. 

 Step 1: Outlier removal from the dataset. 

 Step 2: If attack_read == „apache2‟ then // search for all „apache2‟ attacks  

  and replace attack by Cat1 in HEART dataset. 

Step 3: else If attack_read == „back‟ then // search for all „back‟ attacks replace attack by Cat2 in HEART dataset // repeat 

this step for all individual attacks in HEART dataset. 

Step n: else If attack_read == „xterm‟ then // search for all „xterm‟ attacks replace attack by Catn in HEART dataset. 

Step n+1: else Mark as Normal in HEART cup dataset. 

Step n+2: compile the file and save it as processed HDD. arff After getting HDD.arff, we execute it on the WEKA tool 

to verify the efficiency of the classification of our proposed method. For this purpose, we used BayesNet, Naive Bayes, MLP, 

SMO, J48, and Random Forests classifiers.      An ensemble classifier is a method that uses or combines multiple classifiers 

to improve       robustness as well as to achieve an improved classification performance from any of the constituent 

classifiers[16]. 

II. RESULT ANALYSIS 

Analysis of Heart Disease Dataset Figure 2. Target class. Before studying the performance of considering machine learning 

algorithms in this research, an analysis of the features of the heart disease dataset will be focused on here. The total attributes 

is 1025, where not having heart disease is 499 (denoted by 0) and having heart disease 526 (represented by 1), see figure 2 So, 

the percentage of not have heart disease is 45.7%, and the percentage of having heart disease is 54.3%, see Figure 2. It is shown 

that the rate of heart disease is more than the rate of no heart disease. 

 
Figure 2. Comparison Chart Gender Vs Target 

The accuracy rate is a correct prediction ratio to the total no of given data sets. It can be written an  

ACCURACY = TP+TN/TP+TN+FP+FN 

Where TP: True Positive TN: True Negative FP: False Positive FN: False Negative After performing the machine learning 

algorithms for training and testing the dataset, we can find a better algorithm by considering the accuracy rate. The aim of the 

entire project was to test which algorithm classifies heart disease the best with the proposed optimization methods. The 

classification experiment in this paper was carried out in a Weka environment. In addition, due to the small number of selected 

features, 10-fold cross-validation was used. For the purpose of avoiding unstable operation results, each experiment was run 

10 times, and the optimal classification accuracy was selected for comparison. We evaluate the effectiveness of all classifiers 

in terms of time to build the model, correctly classified instances, incorrectly classified instances, and accuracy. Table 2 shows 

the classification of correct and incorrect instances of normal algorithm and shows the prediction accuracy, Recall, and 

precision.  The SVM shows the maximum accuracy, Recall and Precision in this Evaluation Table. 

Table 2: Evaluation Table with All algorithm: 

Evaluation Criteria KNN SVM RF Logistic MLP J48 NB 

Correctly classified 
instances  

203 227 220 226 211 207 226 

Incorrectly classified 

instances 
67 43 50 44 59 63 44 

True Positive 115 131 126 131 117 119 131 

False Positive 35 19 24 19 33 31 19 

False Negative 32 24 26 25 26 32 25 

True Negative 88 96 94 95 94 88 95 

Prediction Accuracy 75.18 84.07 81.48 83.7 78.14 76.66 83.71 

Recall 78.23 84.51 82.89 83.97 81.81 79.33 83.97 

Precision 76.66 87.33 84 87.33 78 78.8 87.33 
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Fig. 3: Correctly and Incorrectly Classified Instances 

with All Algorithm. 

 
Fig. 4: Confusion matrix with evaluation table with All 

algorithm. 

 
Fig. 5: Prediction Accuracy Recall and Precision with All 

Algorithm 

After the implement of Adaboost on J48 and MLP  

Table 3: Evaluation Table Normal Algorithm with 

Adaboost M1 

Evaluation Criteria AdaboostMLP Adaboost J48 

Correctly classified 
instances 

228 237 

Incorrectly classified 

instance 
36 33 

True Positive 134 142 

False Positive 23 18 

False Negative 19 15 

True Negative 94 95 

Prediction Accuracy 84.44 87.78 

Recall 87.58 90.44 

Precision 85.35 88.75 

 

 
Fig. 6: Correctly and Incorrectly Classified Instances 

with Adaboost. 

 
Fig. 7: Confusion Matrix with Evaluation Table with 

Adaboost 

 

Fig. 8: Prediction Accuracy Recall and Precision with a 

normal algorithm 

Table 4: Accuracy Table for both Algorithm with 

Adaboost 

Comparative Study of Accuracy 

CLASS Accuracy 

MLP 78.14 

J48 76.66 

ADA MLP 84.44 

ADA  J48 87.78 
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Fig. 9: Prediction Accuracy Recall and Precision with a 

Normal Algorithm 

III. CONCLUSIONS 

This research paper aims to contribute to the field of heart 

disease prediction by evaluating the effectiveness of different 

machine-learning algorithms. The findings will provide 

valuable insights into the development of accurate and 

efficient prediction models that can assist healthcare 

professionals in identifying individuals at risk of heart 

disease, enabling early intervention and improved patient 

outcomes. The research used data mining techniques on 

UCI-HDD data sets to provide the diagnosis results. The 

results from the approach were promising. We apply this 

algorithm to KNN, RF, SMO, Logistic, MLP, J48, and NB 

on HDD Data Set through the WEKA Tools. After 

compression of all algorithms accuracy of SMO and Logistic 

regression gave better results 84.07 and 83.7 respectively. 

After the Ada Boost on this algorithm of MLP and J48, the 

Results will be Improved and the Accuracy level will be 

increased through 84.44 and 87.78. 
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