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1. 

Authors: M. Devaraju, A. V. Narasimha Rao, 

Paper 

Title: 

Performance Analysis of Energy Efficient S- Leach under Data Compression Technique to 

Improve Network Life Time by Using Ns-2.35 

Abstract:      Wireless Sensor Networks (WSN) have increased expanding consideration from both the 

examination network and genuine clients. The productive utilization of the energy source in a sensor 

node is a vital foundation to delay the valuable existence of the wireless sensor network. Wireless sensor 

systems have investigated numerous new protocols planned explicitly for sensor systems where the 

thought of power is vital. The best significance, given the various leveled directing conventions reliant on 

bunching, has better flexibility. Since the sensor hubs are for the most part battery-worked gadgets, the 

basic viewpoints that must be tended to are the means by which to decrease the power utilization of the 

nodes, with the goal that the system's network life can be stretched out to sensible times. There are a few 

protocols of hierarchical routing of low power utilization, among which is the acclaimed LEACH 

protocols, we copy LEACH in NS2 and explore the execution of LEACH similar to vitality, execution 

and system life. 

 

Keywords:     LEACH, Drain, various leveled directing calculations, gathering, Wireless sensor systems 
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Authors: Priyanka Tayde, Durgesh Mishra 

Paper 

Title: 
Descriptive model for phase prediction & ML for laparoscopic surgery 

Abstract:       In area of non-invasive diagnosis of endometriosis is now accurately obtained by 

laparoscopic surgery. It involves the excision of the endometriosis, scar tissue and developed adhesions. 

In this surgery doctor visualize abdominal-pelvic region via laparoscope, telescopic lens, light sources 

and video camera.In our paper we demonstrate a system that uses descriptive model for phases that are 

generated from segmented form of video through extended use of corsets with effective non-monotonic 

phase sequences, which is an interactive model for visual summary of laparoscopic and robot-assisted 

surgeries. Such model may reduce learning curves in the OR for junior surgeons with limited access to 

complex laparoscopic procedures as a primary operator. In this procedure we are using a combination of 

SVM (Support Vector Machine) and HMM (Hidden Markov Model).We generated a formal descriptive 

model of surgical phases which is required for laparoscopic surgery for better understanding of surgical 

training and to improve patient outcomes. We used descriptive model of machine learning for high 

accuracy in Phase predictions and bag-of-words (BOW) model for final frame representation. We 

evaluated our system in various experiments in real time operating environment of surgery room as well 

as collected data sets. 

 

Keywords:      SVM; HMM; BOW, PRONET; Index Terms: About four key words or phrases in 

alphabetical order, separated by commas. 

 

References: 
1. M. Allan, P.-L. Chang, S. Ourselin, D. J. Hawkes, A. Sridhar, J. Kelly, and D. Stoyanov. Image based surgical instrument 

pose estimation with multi-class labelling and optical flow. In International Conference on Medical Image Computing and 

Computer-Assisted Intervention, pages 331–338. Springer, 2015.  

2. T. Blum, H. Feußner, and N. Navab. Modeling and segmentation of surgical workflow from laparoscopic video. In 

International Conference on Medical Image Computing and Computer-Assisted Intervention, pages 400–407. Springer, 2010. 

3. E. M. Bonrath, N. J. Dedy, L. E. Gordon, and T. P. Grantcharov. Comprehensive surgical coaching enhances surgical skill in 

the operating room: a randomized controlled trial. Annals of surgery, 262(2):205– 212, 2015.  

4. L. Bouarfa, P. Jonker, and J. Dankelman. Surgical context discovery by monitoring low-level activities in the or. In MICCAI 

workshop on modeling and monitoring of computer assisted interventions (M2CAI). London, UK, 2009.  

5. L. Bouarfa, P. P. Jonker, and J. Dankelman. Discovery of highlevel tasks in the operating room. Journal of biomedical 

informatics, 44(3):455–462, 2011. 

6. Anderberg, M.R. (1973), Cluster Analysis for Applications, New York: Academic Press, Inc.  

7-10 



7. Arnold, S.J. (1979), “A Test for Clusters,” Journal of Marketing Research, 16, 545–551.  

8. Art, D., Gnanadesikan, R., and Kettenring, R. (1982), “Data-based Metrics for Cluster Analysis,” Utilitas Mathematica, 21A, 

75–99. 

9. Banfield, J.D. and Raftery, A.E. (1993), “Model-Based Gaussian and Non-Gaussian Clustering,” Biometrics, 49, 803–821. 
10. Bensmail, H., Celeux, G., Raftery, A.E., and Robert, C.P. (1997), “Inference in Model-Based Cluster Analysis,” Statistics and 

Computing, 7, 1–10. 

11. Binder, D.A. (1978), “Bayesian Cluster Analysis,” Biometrika, 65, 31–38. 
12. Binder, D.A. (1981), “Approximations to Bayesian Clustering Rules,” Biometrika, 68, 275–285. 

13. Blashfield, R.K. and Aldenderfer, M.S. (1978), “The Literature on Cluster Analysis,” Multivariate Behavioral Research, 13, 

271–295.  
14. Bock, H.H. (1985), “On Some Significance Tests in Cluster Analysis,” Journal of Classification, 2, 77–108. 

15. Calinski, T. and Harabasz, J. (1974), “A Dendrite Method for Cluster Analysis,” Communications in Statistics, 3, 1–27.  

16. Cooper, M.C. and Milligan, G.W. (1988), “The Effect of Error on Determining the Number of Clusters,” Proceedings of the 
International Workshop on Data Analysis, Decision Support and Expert Knowledge Representation in Marketing and Related 

Areas of Research, 319–328. 

17. Duda, R.O. and Hart, P.E. (1973), Pattern Classification and Scene Analysis, New York: John Wiley & Sons, Inc. 
18. Duran, B.S. and Odell, P.L. (1974), Cluster Analysis, New York: Springer-Verlag. 

19. Englemann, L. and Hartigan, J.A. (1969), “Percentage Points of a Test for Clusters,” Journal of the American Statistical 

Association, 64, 1647–1648. 
20. Everitt, B.S. (1979), “Unresolved Problems in Cluster Analysis,” Biometrics, 35, 169–181. 

21. Everitt, B.S. (1980), Cluster Analysis, Second Edition, London: Heineman Educational Books Ltd. 

22. Everitt, B.S. (1981), “A Monte Carlo Investigation of the Likelihood Ratio Test for the Number of Components in a Mixture 
of Normal Distributions,” Multivariate Behavioral Research, 16, 171–80. 

23. Everitt, B.S. and Hand, D.J. (1981), Finite Mixture Distributions, New York: Chapman and Hall. 

24. Girman, C.J. (1994), “Cluster Analysis and Classification Tree Methodology as an Aid to Improve Understanding of Benign 

Prostatic Hyperplasia,” Ph.D. thesis, Chapel Hill, NC: Department of Biostatistics, University of North Carolina. 

25. Good, I.J. (1977), “The Botryology of Botryology,” in Classification and Clustering, ed. J. Van Ryzin, New York: Academic 

Press, Inc. Harman, H.H. (1976), Modern Factor Analysis, Third Edition, Chicago: University of Chicago Press. 
26. P. Singh, R. Aggarwal, M. Tahir, P. H. Pucher, and A. Darzi. A randomized controlled study to evaluate the role of video-

based coaching in training laparoscopic skills. Annals of surgery, 261(5):862–869, 2015. 

27. S. Speidel, J. Benzko, S. Krappe, G. Sudra, P. Azad, B. P. Muller-Stich, C. Gutt, and R. Dillmann. Automatic classification of 
minimally invasive instruments based on endoscopic image sequences. In SPIE Medical Imaging, pages 72610A–72610A. 

International Society for Optics and Photonics, 2009. 

28. R. Stauder, A. Okur, L. Peter, A. Schneider, M. Kranzfelder, H. Feussner, and N. Navab. Random forests for phase detection 
in surgical workflow analysis. In International Conference on Information Processing in Computer-Assisted Interventions, 

pages 148–157. Springer, 2014. 

29. R. Sznitman, C. Becker, and P. Fua. Fast part-based classification for instrument detection in minimally invasive surgery. In 
International Conference on Medical Image Computing and Computer-Assisted Intervention, pages 692–699. Springer, 2014. 

30. M. Volkov, G. Rosman, D. Feldman, J. W. Fisher III, and D. Rus.Coresets for visual summarization with applications to loop 

closure. In ICRA, Seattle, Washington, USA, May 2015. IEEE. 
31. E. Wild, D. Teber, D. Schmid, T. Simpfendorfer, M. Muller, A.-C. Baranski, H. Kenngott, K. Kopka, and L. Maier-Hein. 

Robust augmented reality guidance with fluorescent markers in laparoscopic surgery. International journal of computer 
assisted radiology and surgery, pages 1–9, 2016. 

3. 

Authors: Rajat Kumar, Gursahaj Singh, Kapil Joshi 

Paper Title: Emotion Recognition System Using Local Binary Pattern 

Abstract: The Facial Emotion Recognition system is an method of recognizing the emotions of a person. 

In this method image that is being captured is compared with dataset that are available in the database 

and then after that the emotion of the image is being recognized, and the emotion that are recognized are 

displayed with the help of  machine on the screen of the computer. This system is based on image 

processing and machine learning. For designing a robust facial feature descriptor, we apply the Local 

Binary Pattern. Local Binary Pattern is a simple and effective operator which can labels the pixels of an 

picture by comparing the neighborhood of every pixel and store the result as an binary number. The 

histogram will be formed by using the operator label of LBP. The objective of this paper is to introduce 

the use and applications of facial emotions and expressions. In day to day conversation facial emotions 

play important role, It is a non-verbal form of communication. There has been many big researches 

enhance the detection of human emotions using computers and machines. In this paper, we include 

introduction of emotion recognition system, phases of emotion recognition system and implement the 

whole part of it. 

 

Keywords: Facial Expression, Local Binary Pattern, Facial Emotion Recognition 
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Authors: S. Kranthi Reddy, S. Poojitha, G. Bhargavi, B. Harika 

Paper Title: Analysis of Student Academic Performance using Regression Methods 

Abstract: In the educational industry, student’s early performance prediction is important so that 

strategic intervention can be planned before students reach the final semester. With rapid change in the 

technology and the lot innovative software, it has become quite convenient to analyze the performance of 

the student. Machine Learning plays an important role in today’s world and it helps the educational 

institutions to predict and make decisions related to student’s performance. The scope of this paper is to 

predict the student marks through desktop application. In this project, the data of our institute students is 

taken and regression algorithms are applied to predict the academic status of the student. 

 

Keywords:  Desktop application, Machine Learning, Regression algorithms, Student’s performance 
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