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Multi Cloud Architecture for Improved User
Experience

S. B. Shivakumar, Ramesh B. E., Kavitha G. M., Mala\.

Abstract— Use of cloud computing has increased rapidly in
many organizations. There are many commercial cloud providers.
Each one provides different storage plans & different QOS like
time delay, availability. The QOS parameters & plans vary over a
period of time. Every timethe user cannot move his data from one
cloud provider to another for the cost & QOS optimization. Cloud
users also have security & auditing requirement for his data in
terms who are accessing it & what frequency in which hisdata is
accessed.

To address these requirements of the users, we propose a
solution using multi cloud architecture. Our solution will reduce
the burden on the users in migration & meeting his security
challenges. Our platform will provide the best cost optimization
for the security & storage requirements of user.

Keywords— Cloud computing, single cloud, multi-clouds, cloud
storage, data integrity, data intrusion, service availability.

I INTRODUCTION

The use of cloud computing has increased rapidlgnamy
organizations. Cloud computing provides many bésefi
terms of low cost and accessibility of data. Ensyrihe
security of cloud computing is a major factor ire tbloud

computing environment, as users often store seasiti

information with cloud storage providers but thpseviders
may be untrusted. “Single Cloud” providers haveékgi®f
service availability failure and the possibility ofalicious
insiders, so we promote usage of "multi-clouds" clshinas
emerged recently.

There are many cloud providers. But No cloud iggmr And

after some very public cloud outages, businesomests are
looking harder at divvying up their workloads amon

multiple clouds to mitigate risk. The latest glitetas a

19-minute Elastic Compute Cloud connectivity isate

Amazon’s U.S east region early March 2013. Earpril
2012, a 12-hour Leap Day Azure outage afflictedrbBoft’'s
Windows Azure cloud. With these snafus,
customers are starting to realize that, while cloomhputing

can cut costs, it is no panacea: Clouds run onaiatiers and

data centers go down.

To hedge their bets, businesses are looking intibi-oiaud
solutions Cloud users are increasingly worried aldata
security aspect of cloud computing. As data andrinftion

will be shared with a third party, cloud computingers want

to avoid an untrusted cloud provider. Protectingagie and
important information, such as credit card details a

patient’s medical records from attackers or malisimsiders

is of critical importance.
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Information, such as credit card details or a péisemedical
records from attackers or malicious insiders iscofical
importance.

Cloud user wants a simplified & powerful view ofoal.
They set their SLA and expect the cloud platforrmemet the
SLA & deliver SLA within their budget. Also if theloud
platform can also automatically find the best cgufation to
meet SLA & also do cost saving on the budget, thgives
better user experience.

Moreover, users may not know the machines whichadigt
process and host their data. While enjoying thesepience
brought by this new technology, users also stantryimg
about losing control of their own data. The datacpssed on
clouds are often outsourced, leading to a numbassafes
related to accountability, including the handlirigpersonally
identifiable information. Such fears are becoming
significant barrier to the wide adoption of clowahsces

To allay users’ concerns, it is essential to pre\ad effective
mechanism for users to monitor the usage of theda th the
cloud. For example, users need to be able to etisatr¢heir
data are handled according to the service levedeagents
made at the time they sign on for services in tloaict
Conventional access control approaches developetbfsed

domains such as databases and operating systems, or
in distribute

approaches using a centralized server
environments, are not suitable, due to the follgigatures
characterizing cloud environments. First, data hagdcan
be outsourced by the direct cloud service provi@SP) to

other entities in the cloud and theses entitiesatsmdelegate

the tasks to others, and so on. Second, entiteeallwed to

qoin and leave the cloud in a flexible manner. Aesult, data

handling in the cloud goes through a complex adgnamic
hierarchical service chain which does not exist
conventional environments.

In this paper, we explore more about these chadlerand

Sﬁrovide a solution based on multi cloud architeztor

improved user experience to the users of cloud.

1. LITERATURE SURVEY

Cloud computing has raised a range of importantgs and
security issues [19], [25], [30]. Such issues are b the fact
that, in the cloud, users’ data and applicatios&lee—at least
for a certain amount of time—on the cloud clustéuicl is

owned and maintained by a third party.

Although cloud service providers can offer bendfitsisers,
security risks play a major role in the cloud commy

environment [53]. Users of online data sharing etwork

facilities are aware of the potential loss of pcyd12].

According to a recent IDC survey [16], the top térde for
74% of ClOs in relation to cloud computing is ségur
Protecting private and important information sushceedit
card details or patients’ medical records fromckitas or

SIMIT, Chitradurga, VTU malicious insiders is of critical importance [34loving
databases to a large data centre involves manyrigecu
such as virtualization vulnerapilit

[55]
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accessibility vulnerability, privacy and controsiges related
to data accessed from a third party, integrity ficemtiality,
and data loss or theft. Subashini and Kavitha [g@sent

Electronic Privacy Information Centre for the Feadéfrade
Commission to open an investigation into Googlelsud
Computing Services [12]. Another example of a tskiata

some fundamental security challenges, which area ddntegrity recently occurred in Amazon S3 where sser

storage security, application security, data trassion
security, and security related to third-party reses.

In different cloud service models, the securitypmssibility
between users and providers is different.

suffered from data corruption [50]. Further examspdéving
details of attacks can be read in [12],[40],[50Rc@inet
al.[12]argue that when multiple clients use clotmtage or
when multiple devices are synchronized by one usés,

According to Amazon [46], their EC2 addresses dgcur difficult to address the data corruption issue. Qrfiethe

control in relation to physical, environmental,
virtualization security, whereas, the users remeaponsible
for addressing security control of the IT systeriuding the
operating systems, applications and data.

According to Tabakiet al. [51], the way the respbitisy for
privacy and security in a cloud computing environinis

andsolutions that they [12] propose is to use a Byiment

fault-tolerant replication protocol within the cldu
Hendricks et al.[23] state that this solution caid data
corruption caused by some components in the cloud.
However, Cachinet al. [12] claim that using the &ytine
fault tolerant replication protocol within the chbuis

shared between consumers and cloud service previdensuitable due to the fact that the servers befeontgi cloud

differs between delivery models. In SaaS, cloudigiers are
more responsible for the security and privacy gfliaation
services than the users. This responsibility issmelevant to
the public than the private cloud environment bseathe
clients need more strict security requirementshin public
cloud. In PaaS, users are responsible for taking cathe
applications that they build and run on the platfomwhile
cloud providers are responsible for protecting aser’s
applications from others. In laaS, users are resiptafor
protecting operating systems and applications, edsecloud
providers must provide protection for the usersdadal].

Ristenpartet al. [41] claim that the levels of s@gussues in
laaS are different. The impact of security isstethé public
cloud is greater than the impact in the privateudloFor
instance, any damage which occurs to the secufitthe
physical infrastructure or any failure in relatido the
management of the security of the infrastructurkk eeiuse

providers use the same system installations and are
physically located in the same place.

Although this protocol solves the problem from aud
storage perspective, Cachinet al. [12] argue the temain
concerned about the users’ view, due to the feat tisers
trust the cloud as a single reliable domain or gwizate
cloud without being aware of the protection proteaed in
the cloud provider's servers. As a solution, Caehad. [12]
suggest that using Byzantine fault-tolerant pro®@xross
multiple clouds from different providers is a benid
solution.

According to Garfinkel[19], another security ridkat may
occur with a cloud provider, such as the Amazorudlo
service, is a hacked password or data intrusiosoifieone
gains access to an Amazon account password, tHepewi
able to access all of the account’s instances asdurces.

Thus the stolen password allows the hacker to aathtbe

many problems. In the cloud environment, the phalsicinformation inside any virtual machine instancetfar stolen

infrastructure that is responsible for data proicgsand data
storage can be affected by a security risk. Intaagithe path
for the transmitted data can be also affected,calbewhen
the data is transmitted to many third-party infrasture
devices[41].

As the cloud services have been built over thertete any
issue that is related to internet security willbaggfect cloud
services. Resources in the cloud are accessedgthrie
Internet; consequently even if the cloud provideukes on
security in the cloud infrastructure, the data il s
transmitted to the users through networks which rhay
insecure. As a result, internet security problenils affect
the cloud, with greater risks due to valuable resesistored
within the cloud and cloud vulnerability. The teckogy
used in the cloud is similar to the technology usedhe
Internet. Encryption techniques and secure prosoar# not
sufficient to protect data transmission in the dloata
intrusion of the cloud through the Internet by herskand

user account, modify it, or even disable its sawic
Furthermore, there is a possibility for the user’s
email(Amazon user name) to be hacked (see [18]afor
discussion of the potential risks of email), anttsi Amazon
allows a lost password to be reset by email, tlekdramay
still be able to log in to the account after reagivthe new
reset password.

Another major concern in cloud services is service
availability. Amazon [6] mentions in its licensiagreement
that it is possible that the service might be uilake from
time to time. The user’s web service may termirfateany
reason at any time if any user’s files break tlmidlstorage
policy. In addition, if any damage occurs to anyaaon web
service and the service fails, in this case theitebg no
charge to the Amazon Company for this failure. Canips
seeking to protect services from such failure needsures
such as backups or use of multiple providers [Bajth
Google Mail and Hotmail experienced service dowetim

cybercriminals needs to be addressed and the clowgtently [12]. If a delay affects payments fromrader cloud

environment needs to be secure and private fantslig9].
We will address three security factors that paldidy affect
single clouds, namely data integrity, data introsiand
service availability.

One of the most important issues related to clamusty
risks is data integrity. The data stored in thaidlmay suffer
from damage during transition operations from ortle
cloud storage provider. Cachinet al.[12] give extapf the
risk of attacks from both inside and outside theudl
provider, such as the recently attacked Red Hatx'n
distribution servers [40]. Another example of bieedt data

storage, the users may not be able to accessiiteir Due to
a system administrator error, 45% of stored cldath was
lost in LinkUp (MediaMax) as a cloud storage prariftL2].
Garfinkel[19] argues that information privacy is tno
guaranteed in Amazon S3. Data authentication wéssiires
that the returned data is the same as the stortl ida
extremely important. Garfinkel claims that instead
following Amazon’s advice that organizations endrygata
before storing them in Amazon S3, organizationsikhase
HMAC [26] technology or a digital signature to ersdata is
not modified by Amazon S3. These technologies gtote

occurred in 2009 in Google Docs, which triggere@ thusers from Amazon data modification and from haskeno
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may have obtained access to their email or stoheir t
password [19].

Concerns arise since in the cloud it is not alwelgsr to
individuals why their personal information is reqtesl or
how it will be used or passed on to other parfiesdate, little
work has been done in this space, in particuldn véspect to
accountability. Pearson et al. have proposed atability
mechanisms to address privacy concerns of end [3@}s
and then develop a privacy manager [31]. Theirdbsa is
that the user’'s private data are sent to the cloudn
encrypted form, and the processing is done onnbeypted
data. The output of the processing is de obfuschyethe
privacy manager to reveal the correct result. Haxethe
privacy manager provides only limited featureshiattit does
not guarantee protection once the data are besojpdied. In
[7], the authors present a layered architectureafimiressing
the end-to-end trust management and accountapilitylem
in federated systems. The authors’ focus is vefferint
from ours, in that they mainly leverage trust rielaships for
accountability, along with authentication and anbyma
detection. Further, their solution requires thiatty services
to complete the monitoring and focuses on lowerellev
monitoring of system resources.

In the commercial world, various computing needs ar

provided as a service. The service providers take of the
customer's needs by, for example, maintaining sofwor
purchasing expensive hardware. For instance, thdcee
EC2, created by Amazon, provides customers withabta
servers. As another example, under the CLUE progkBi
joined with Google and IBM to offer academic ingtibns
access to a large-scale distributed infrastrudd]r& here are
many features of cloud computing. First, cloudages, such
as Amazon S3, Microsoft SkyDrive, or NirvanixCLouAlSl,
permit consumers to access online data. Secopdovides
computation resources for users such as Amazon BHUZI,
Google Apps or versioning repositories for sourodecare
examples of online collaboration tools [12]. Closervice
providers should ensure the security of their quste’ data
and should be responsible if any security risk cffaheir
customers’ service infrastructure. A cloud providdfers
many services that can benefit its customers, ssclfiast
access to their data from any location, scalabilit
pay-for-use, data storage, data recovery, protecimainst
hackers, on-demand security controls, and useeafi¢hwork
and infrastructure facilities [49].

Reliability and availability are other benefits thife public
cloud, in addition to low cost [25]. However, thexe also
concerning issues for public cloud computing, nmagtbly,
issues surrounding data integrity and data confidiy.
Any customer will be worried about the securitysehsitive
information such as medical records or
information[25].

Researchers have investigated accountability masslya
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include any algorithm for tasks like mandatory logg To

the best of our knowledge, the only work proposeng
distributed approach to accountability is from Laad

colleagues [22]. The authors have proposed an -dgeetd
system specific to grid computing. Distributed joltong

with the resource consumption at local machinesracked

by static software agents. The notion of accoufitabi
policies in [22] is related to ours, but it is migifocused on
resource consumption and on tracking of sub jobsgssed
at multiple computing nodes, rather than accest@on

Il. DETAILS OF OUR ARCHITECTURE

A. Our architecture
Our proposed solution architecture is given below.

Cloud Users

API

Multi Cloud Adapter Platform

Integrity Verification Agent SLA Management QOS Monitor Agent

Storage Management

>

Cloud 1

Cost Optimizer

@

Cloud 2

Auditing Agent

-

Cloudn

We develop a middle layer called as Multi cloud #da

)platform to address the following requirements.

1. Storage Security on cloud.
2. SLA Management
3. Cost Optimization
4. Auditing for the users data.

Multi cloud adapter implements following functioitis to
meet the requirements.

financiagor providing storage security, the data is enaypwhile
stored in cloud. The storage management module will

implement this functionality.

provable property through cryptographic mechanismdhe integrity of data must be ensured in the clénasn

particularly in the context of electronic commeft€], [21].
A representative work in this area is given by [dje authors
propose the usage of policies attached to theatatgresent
logic for accountability data in distributed segfin Similarly,
Jagadeesan et al. recently proposed logic for diegig
accountability-based distributed systems [20]1@]] Crispo
and Ruffo proposed an interesting approach reldated
accountability in case of delegation. Delegation

attackers affecting the data. Integrity verificatiagent will
implement this functionality.

One of the salient features in our proposed saiusoCost
optimization. This module will continuously watctorf
discounts, offers, current plans and migrate theest data
from one vendor to another to provide the costrojgttion
without violating the SLA.

itsers need the audit information of their data dmenvthe

complementary to our work, in that we do not aim a@latais accessed and the users who accesseditinguajent

controlling the information workflow in the cloud$n a
summary, all these works stay at a theoretical lewe do not

15
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SLA in terms of delay, faults must be managed tetntiee
user expectation.SLA management module along WillsQ
monitor agent implement this functionality.

In the following sections we will explain in detaihe
working of each module to meet the functionalities.

B. Integrity management

Data must not be corrupted and when it is corryptedust
be identified & corrupted copy must be replaced. &ach
file from the user, we calculate the integrity tokior the
encrypted file. The file is stored in two copieseamame is
publicly known, another name is formed by hashimg file
with a key. The integrity token for the encrypféd is also
stored locally. Periodically for each file stored cloud, we
calculate the hash key & verify if it is matchingtlwhash key

through this jar. Through this jar we implement the
accounting service & also impose restrictions @natcess of
the file.

[V. CONCLUSION AND ENHANCEMENTS

It is clear that although the use of cloud computhas
rapidly
considered the major
environment. Customers do not want to lose theiape
information as a result of malicious insiders ie ttioud. In
addition, the loss of service availability has @isnany
problems for a large number of customers recently.
Furthermore, data intrusion leads to many probléanghe
users of cloud computing.

In this paper, we have proposed solutions for thresst

increased; cloud computing security is | stil

issue in the cloud computing

stored locally. If any mismatch is found, thengtbmes sure common security threats in cloud storage. Also \aeeh

the backup copy of file.

C. Storage management

Storage management module takes the file to starleid as [
input. It encrypts the file, with key which is geated based

on filename. The encrypted file is stored in tw@ies on
cloud. Storage management module stores on thed clo@]
which matches the owners QOS requirements. The
interaction between the storage management modulee& (4]
cloud is using the API provided by the cloud vendor

D. QOSMonitor

QOS monitor module collects performance metricstten [
cloud in terms average time between failures, sfoaecess
delay. The parameters are collected frequently &ayed (g
for a day period. The values are then given to $hé\
Management module. [7]

E. SLA Management

SLA Management module verifies the conformancehef t [g)

cloud to the SLA conditions set by the user. WHen SLA

conditions are violated, then the user storagehifiesl to

another cloud which best suits the users SLA requént.

SLA management module migrate the user storageetet mio]

the SLA. To migrate in easy way the user data egarozed

as container so it helps in easy migration. 1]
[12]

[13]

F. Cost Optimization

Cloud provider’s offers different plans based amrage size,
monthly base plan change etc. It is very diffidalt the user
to continuously check the packages & select package
optimize its cost. This is automated with the heflphe Cost
optimization module. This module use web services
interact with the cloud to get the current plaromfation in
different cloud providers. With the current usagat of the
user, the Cost optimization module finds the optimeost at
each cloud matching to the users SLA requirememe. 0ser
storage space is then migrated to the optimumdaost at
off peak hours without affecting the QOS.

G. Auditing Agent

User need auditing information in terms no of usersessed
the user’s files, most accessed files, most aqugssiers etc.
for his business needs. Also he wants to put otistni on

user access. Current cloud storage does not impltesaeh

requirements. We implement this capability in theiltv

cloud Adapter platform. The solution is for eaclensle, a

jar file is created to collect parameters & maibdtck to the
users email id. Access of any data is made possiblg

t[14]
[15]
[16]
[17]
[18]
[19]

[20]

[21]
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