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 

Abstract— Data Mining plays a major role in storage of vast 

quantities of data. It extracts valuable knowledge, which helps 

organizations to obtain better results by pooling their data 

together. Distributed data mining is concerned about data that are 

shared among multiple organizations. A complementary 

approach to privacy-preserving data mining uses randomization 

techniques. Privacy-preserving data mining solutions have been 

presented both with respect to horizontally and vertically 

portioned databases, in which earlier data objects with the same 

attributes for the same data objects are owned by each party, 

respectively. The quality of a set of clusters can be measured using 

the value of an objective function which is taken to be the sum of 

the squares of the distances of each point from the centre of the 

cluster to which it is assigned.  

Index Terms— Arbitrarily partitioned Data, Data Mining.  

I. INTRODUCTION 

Distributed data mining is concerned about data that are 

shared among multiple organizations. Privacy-preserving 

distributed data mining deals with cooperative parties without 

revealing any of their individual data items. Large collections 

of data are mined for knowledge which improves the 

performance of the organization. Well known data mining 

tasks include clustering, prediction, association rule mining 

and outlier detection. Data mining is used in biomedical and 

DNA data analysis, financial data analysis, Identification of 

unusual patterns, and analysis of telecommunication data. A 

complementary approach to privacy-preserving data mining 

uses randomization techniques. Privacy-preserving data 

mining solutions have been presented both with respect to 

horizontally and vertically portioned databases, in which 

earlier data objects with the same attributes for the same data 

objects are owned by each party, respectively. Division of 

data into groups of similar objects is called Clustering. 

Certain fine details are lost by representing the data by fewer 

clusters but it achieves simplification. It models data by its 

clusters. Data modeling puts clustering in a historical 

perspective rooted in mathematics, Statistics and numerical 

analysis. K-means clustering is a simple technique to group 

items into k clusters. There are many ways in which k clusters 

might potentially be formed. The quality of a set of clusters 

can be measured using the value of an objective function 

which is taken to be the sum of the squares of the distances of 

each point from the centre of the cluster to which it is 

assigned. It’s required that value of this function to be as small 

as possible.  
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A more general direction for further work is to obtain 

privacy preserving data mining protocols for other algorithms 

over arbitrarily partitioned data. A common way for this to 

occur is through data aggregation. Data aggregation is when 

the data are accrued, possibly from various sources, and put 

together so that they can be analyzed. 

II. LITERATURE SURVEY 

Least Squares Quantization in PCM 

The primary task in data mining is the development of 

models about aggregated data; they develop accurate models 

without access to precise information in individual data 

records? They consider the concrete case of building a 

decision-tree classifier from training data in which the values 

of individual records have been perturbed. The resulting data 

records look very different from the original records and the 

distribution of data values is also very different from the 

original distribution. It is not possible to accurately estimate 

original values in individual data records; they propose 

a-novel reconstruction procedure to accurately estimate the 

distribution of original data values. By using these 

reconstructed distributions, they are able to build classifiers 

whose accuracy is comparable to the accuracy of classifiers 

built with the original data. 

Non-Cryptographic fault-tolerant computing in constant 

number of rounds of interaction. 

It described mining and integrating data from multiple 

sources, there are many privacy and security issues. The 

security of the full privacy-preserving data mining protocol 

depends on the security of the underlying private scalar 

product protocol. The two private scalar product protocols, 

one of which was proposed in a leading data mining 

conference, are insecure and the other one is based on 

homomorphism encryption and improve its efficiency so that 

it can also be used on massive datasets. The goal is that one of 

the participants obtains the scalar product of the private 

vectors of all parties. It is often required that no information 

about the private vectors, except what can be deduced from 

the scalar product, will be revealed during the protocol.  

Privacy Preserving Data Mining  

The focus of the course is to understand what cryptographic 

problems can be solved, and under what assumptions.  The 

main focus of the cryptography is the presentation of 

“feasibility results” It is typically not related to issues of 

efficiency. There are a number of significant differences 

between this course and its prerequisite.   

Privacy Preserving Clustering by Data Transformation 

The issue of privacy preserving data mining of two parties 

owning confidential databases wish to run a data mining 

algorithm on the union of their databases, without revealing 

any unnecessary information. They secure multi-party 

computation and as such, that can be 

solved by using known generic 

protocols. Data mining 

algorithms are typically 
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complex and the input usually consists of massive data sets. 

The generic protocols are more efficient protocols are 

required. They focus on the problem of decision tree learning 

with the popular ID3 algorithm. Their protocol is 

considerably more efficient than generic solutions and 

demands both very few rounds of communication and 

reasonable bandwidth. 

III. BACKGROUND WORK 

 Privacy Preserving Data Mining (PPDM) 

Privacy preserving data mining has emerged as a very 

active research area. This field of research studies how 

knowledge or patterns can be extracted from large data stores 

while maintaining commercial or legislative privacy 

constraints. Quite often, these constraints pertain to 

individuals represented in the data stores. While data 

collectors strive to derive new insights that would allow them 

to improve customer service and increase their sales by better 

understanding customer needs, consumers are concerned 

about the vast quantities of information collected about them 

and how this information is put to use.  

Privacy preserving data mining aims to settle these 

conflicting interests. The question how these two contrasting 

goals, mining new knowledge while protecting   individuals' 

privacy, can be reconciled, is the focus of this research. It is to 

improve the trade of between privacy and utility when mining 

data. The objective is to create an innovative IT framework 

that leverages data (medical, imaging, treatment, biological, 

lab, genomic, psycho-social) that is already being collected in 

local databases of multiple institutions and makes this data 

available without any demand on the type and way in which 

the data is collected locally. The data extraction system needs 

to be flexible enough to cope with all the difference in local 

data availability, structure, type and meaning while at the 

same time present the data in a coherent model to facilitate 

analysis. The next step is to mirror the institution data into the 

local euro CAT database, which can connect to different data 

systems and will automatically collect data from standard 

databases and protocols (DICOM, HL7, etc.). The system will 

host the patient data as a mirror of the institution. Site-specific 

tools that expose the data at the euro CAT meta-levels have 

been developed for MAASTRO in preliminary work but will 

need to be customized for each participating center.  

 

 
Fig 1: Privacy Preserving Data Mining 

By developing and managing the data in this virtual 

hierarchy, it is also possible to develop privacy-preserving 

data mining algorithms which can be executed on various 

levels of the hierarchy, without any residual risk of data 

privacy non-conformance. To enhance security, and help 

overcome privacy regulations, the local euro CAT database 

will reside and remain within the institution. Furthermore, the 

euro CAT database simply holds a copy of data already 

present within the institution and does not interfere with the 

clinical process.  

Clustering 

Division of data into groups of similar objects is called 

Clustering. Certain fine details are lost by representing the 

data by fewer clusters but it achieves simplification. It models 

data by its clusters. Data modelling puts clustering in a 

historical perspective rooted in mathematics, statistics, and 

numerical analysis. According to machine learning 

perspective clusters correspond to hidden patterns, the search 

for clusters is unsupervised learning, and the resulting system 

represents a data concept. From a practical perspective 

clustering plays an important role in data mining applications 

such as scientific data exploration, information retrieval and 

text mining, spatial database applications, Web analysis, 

CRM, marketing, medical diagnostics, computational 

biology, and many others. Clustering can be shown with a 

simple graphical. 

 

Fig 2: Clustering 

In this case we easily identify the 4 clusters into which the 

data can be divided; the similarity criterion is distance: two or 

more objects belong to the same cluster if they are “close” 

according to a given distance (in this case geometrical 

distance).This is called distance-based clustering. Another 

kind of clustering is conceptual clustering: two or more 

objects belong to the same cluster if this one defines a concept 

common to all that objects. In other words, objects are 

grouped according to their fit to descriptive concepts, not 

according to simple similarity measures. 

Arbitrarily Partitioned Data  

Privacy-preserving data mining (PPDM) was introduced to 

enable conventional data mining techniques to preserve data 

privacy during the mining process. Much work has been done 

to explore privacy-preserving data mining on horizontally 

and/or vertically partitioned data involving multiple parties so 

that no single party holds the overall data of horizontally and 

vertically partitioned data.  

 

Fig 3: Arbitrarily Partitioned Data 

For vertically partitioned data, two parties or more hold the 

different set of attributes for the same 

set of objects. In arbitrarily 

partitioned data, different 

disjoint portions are held by 
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different parties. 

For arbitrarily partitioned data,two parties hold data 

forming a (virtual) database consisting of their joint data. For 

horizontally partitioned data, two parties or more hold 

different objects for the same set of attributes. It means each 

object in the virtual database is completely owned by one 

party. 

IV. SYSTEM ANALYSIS 

Existing System 

Privacy-preserving data mining (PPDM) was introduced, 

to enable conventional data mining techniques to preserve 

data privacy during the mining process. Much work has been 

done to explore privacy-preserving data mining on 

horizontally and/or vertically partitioned data involving 

multiple parties so that no single party holds the overall data. 

For horizontally partitioned data, two parties or more hold 

different objects for the same set of attributes. It means each 

object in the virtual database is completely owned by one 

party for vertically partitioned data, two parties or more hold 

the different set of attributes for the same set of objects. In 

arbitrarily partitioned data, different disjoint portions are held 

by different parties. While much data mining occurs on data 

within an organization, is it quite common to use data from 

multiple sources in order to yield more precise or useful 

knowledge. However, privacy and secrecy considerations can 

prohibit organizations from being willing or able to share 

their data with each other. 

Proposed Work 

It provide a privacy-preserving solution to an important 

data mining problem, that of clustering data. 

Privacy-preserving clustering has been previously addressed 

using randomization techniques. The k-means clustering 

algorithm is a well known iterative algorithm that 

successively refines potential clusters in an attempt to 

minimize the k-means objective function, which measures the 

goodness of a given clustering. A privacy preserving protocol 

for k-means clustering in the setting of arbitrarily partitioned 

data distributed between two parties.  

The protocol is efficient and provides cryptographic 

privacy protection. In particular, the protocol provides the 

first privacy-preserving solution to k-means clustering for 

horizontally partitioned data. It also provide an analysis of the 

performance and privacy of the solution mapping the 

constraint satisfaction problem to an equivalent binary integer 

programming problem 

V. METHODOLOGY 

System Design 

In this system architecture there is a system administrator 

who manages a list of accounts such as Gmail and yahoo. 

There is a database that is managed by the admin. There are 

Users who can create an account by using a username and 

password which is being stored in the database. In this we will 

be using k-means algorithm to encrypt the password that is 

being entered by the user. Thus the admin cannot track the 

cipher text. The user can use the private key to decrypt the 

password and access their account. 

 
Fig4: Data Flow Diagram 

 

Module Description 

Account Creation 

Admin can add Products for user using Product ID .When 

Authenticated user can process and create account. After 

creating an Admin will activate their Account. After 

Activation only the user can processed using that User id. 

After Activation Admin can view the details of purchased 

items with user ID and Product ID. After Purchasing, Admin 

will give away the delivery status like when the product will 

reach the user. 

Data Privacy 

Information privacy or data privacy is the relationship 

between collection and dissemination of data, technology, the 

public expectation of privacy, and the legal and political 

issues surrounding them. Privacy concerns exist wherever 

personally identifiable information is collected and stored – in 

digital form or otherwise. Improper or non-existent disclosure 

control can be the root cause for privacy issues.  

Binary Integer Programming 

The need to hide sensitive information before sharing 

databases has long been recognized. In the context of data 

mining, sensitive information often takes the form of item sets 

that need to be suppressed before the data is released. The 

problem is to minimizing the number of nonsensitive item sets 

lost while concealing sensitive ones. It is shown to be an 

intractably large version of an NP-hard problem. 

Consequently, a two-phased procedure that involves the 

solution of two smaller NP-hard problems is proposed as a 

practical and effective alternative.  

VI. PERFORMANCE EVALUATION 

The Account Creation Module has been created with the 

products that are available in a company. Administrator has 

all the control of the website. He is responsible for User 

Registration Module which is done Fig 5. 
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Fig: 5 

In Fig 6, the Purchase Details Request has been made by the 

user after the successful registration in the website with the 

help of Admin. 

 
Fig: 6 

In Fig 7, the customers are entitled to enter their personal 

details along with the contact address for communication.  

 
Fig: 7 

We present a privacy preserving protocol for k-means 

clustering in the setting of arbitrarily partitioned data 

distributed between two parties. Our protocol is efficient and 

provides cryptographic privacy protection. In particular, our 

protocol provides the first privacy-preserving solution to 

k-means clustering for horizontally partitioned data. 

VII. CONCLUSION 

This paper has two main contributions. First, we introduce 

the idea of arbitrarily partitioned data, which is a 

generalization of both horizontally and vertically partitioned 

data. Protocols in this model can be applied to both 

horizontally and vertically partitioned data, as well as to data 

anywhere in between. Second, we provide a privacy 

preserving k-means clustering algorithm over arbitrarily 

partitioned data. 

As previously discussed, our algorithm potentially leaks 

some information through the intermediate cluster 

assignments, even though the intermediate cluster centers 

themselves are not revealed. It is not clear except for some 

rare scenarios such as the one described that these values can 

yield anything useful, but obviously it would be desirable to 

find an efficient algorithm that it not leak the intermediate  

cluster assignments. A more general direction for Future work 

is to obtain privacy preserving data mining protocols for other 

data mining algorithms over arbitrarily partitioned data. 
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