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Abstract— Redeye is a common problem in consumer 

photography. When a flash is needed to illuminate the scene, the 

ambient illumination is usually low and a person’s pupils will be 

dilated. Light from the flash can thus reflect off the blood vessels 

in the person’s retina. In this case, it appears red in color and this 

reddish light is recorded by the camera. Though commercial 

solutions exist for red-eye correction, all of them require some 

measure of user intervention. A method is presented to 

automatically detect and correct red-eye in digital images. The 

algorithm contains a redeye detection part and a correction part. 

The detection part is modeled as a feature based object detection 

problem. Adaboost is used to simultaneously select features and 

train the classifier. A new feature set is designed to address the 

orientation-dependency problem associated with the Haar-like 

features commonly used for object detection design. For each 

detected redeye, a correction algorithm is applied to do adaptive 

desaturation and darkening over the redeye region. . The 

experimental results indicate that, the system can remove the 

red-eye automatically and effectively in the digital photo and has 

good robustness and rapidity. 

 

Index Terms— Redeye detection, redeye correction, face 

detection, image processing, neural network.  

I. INTRODUCTION 

 Everyday millions of photographs are taken from all 

around the world. Photography is a profession. It is a hobby. 

However, to most people it is a means to capture and relive 

memories. Great advances have taken place in the world of 

photography, with the transition to color being one of the most 

prominent. In spite of all the advancements, one problem is 

still very much evident. The problem is the reddish coloration 

of the pupils of the human eyes that can occur in photographs. 

This phenomenon is known as the Red-Eye effect.  

  Red-eye is a result of using flash photography. The red color 

of the pupil is due to the flash reflecting from blood vessels at 

the back of the eye. The effect is worsened as the angle of 

reflection between the flash and the lens decreases. 

  Red-eye has become increasingly more prevalent in recent 

years particularly with the advent of digital cameras. Digital 

cameras do not require any film, as a result the cameras are 

easier to maintain and can be built to very compact 

dimensions. Also the facility to transfer images directly to a 

computer has made digital cameras very popular. It is not 

surprising that there has been a huge growth in digital camera 

sales in recent years.   

 Digital cameras do not suffer the problem of running out of 

film. The cameras do not incur the cost of having to replace 

film or the cost to develop the pictures in order to see them, as 
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images can simply be viewed on the computer. People as a 

result are less hesitant in taking lots of photos and also less 

inclined to take the necessary precautions that would 

otherwise lessen the effect of red-eye. These precautions are 

as simple as taking the photo in an area that has appropriate 

lighting, or making use of the camera’s pre-flash.   

The diminishing size of the camera has contributed   

significantly to the problem.  As the size of a camera shrinks, 

so too does the distance between the flash and the lens, 

decreasing the angle of reflection. In short red-eye is a large 

and widespread problem. 

Fig.1 shows the angle of reflection. The red-eye cone shines 

from the flashed eye back at the flash with an angle α. Its red 

color is caused by the reflection of the flash off the blood 

vessels of the retina; the camera will record this red hue if the 

angle β between the flash and the camera is not greater than α. 

 FIG. 1: ANGLE OF REFLECTION 

The appearance of red-eye in flash photography is one of 

the most prevalent and disturbing artifacts that affects image 

capture. This problem has long bothered camera users, and is 

especially common with compact cameras, due to the 

inherently small angle between the lens and the flash. Fig.2 

illustrates the red-eye beacon that shines from a subject’s eye 

in the presence of a flash. This beacon is a cone of radius α 

shining back at the flash. Its apparent red color is caused by 

the reflection of the flash off the blood vessels of the subject’s 

retina. The camera will record this red hue if the angle 

between the flash and camera, β α. 

All algorithmic solutions for fixing red-eye can be 

segmented into two parts: detection and correction. By far the 

more difficult analytical and computational problem is the 

detection phase, that is, the process of correctly identifying 

the precise pixels in the input image that contain red-eye 

artifacts. Detection solutions are measured by percent 

correctly identified and false positive rate. Once the red-eye 

regions are identified, the second phase is correction where 

the offending pixels are to be changed. 

 A variety of solutions have been proposed for detection. 

Several methods [1,10] use a series of classifier-based 

modules that perform initial candidate selection and 

verification. Another [2] uses face detection 

as a starting point for looking for 

red-eyes, using a fast, robust 

face detector [3]. A 
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wavelet-based face-detector approach [9] has also been 

presented. Instead of staring explicitly with faces, skin 

detection can be employed to narrow the search for red-eye 

artifacts [5,8]. These approaches have trade-offs in success 

rates, and detection solutions continue to evolve. 

 
Fig. 2: The geometry of photo-flash red-eye. 

The proposed system is divided into part: 

 Red eye detection and 

 Red eye correction 

Red Eye Detection: 

The red eye detection is divided into two parts:- 

1 Training phase 

2 Understanding phase 

1 Training Phase 

 In the training phase we require to train a system by taking 

known image that is image that has no red eye, by 

preprocessing and cropping its remove the noise, image 

enhancement etc. In feature selection and extraction we 

calculate the threshold value and store in the database.                                                                                                     

 
Fig.3:Flow chart of the training phase 

• Input eye image: In this known input image is inputted 

i.e. without red eye image. 

• Preprocessing: The purpose of preprocessing is to 

improve the quality of the image being processed. 

Preprocessing tasks that solve frequent system problems, 

such as interfering noise, low dynamic range, 

out-of-focus optics, and the difference in color 

representation between input and output devices. 

The theme of the technique of magnification is to have a 

closer view by magnifying or zooming the interested part in 

the imagery. By reduction, we can bring the unmanageable 

size of data to a manageable limit. For resampling an image 

Nearest Neighborhood, Linear, or cubic convolution 

techniques are used. 

I.  Magnification    

  This is usually done to improve the scale of display for visual 

interpretation or sometimes to match the scale of one image to 

another.  To magnify an image by a factor of 2, each pixel of 

the original image is replaced by a block of 2x2 pixels, all 

with the same brightness value as the original pixel.  

 
Fig.4: Image Magnification 

II.  Reduction 

To reduce a digital image to the original data, every m
th 

row 

and m
th

 column of the original imagery is selected and 

displayed.  Another way of accomplishing the same is by 

taking the average in 'm x m' block and displaying this average 

after proper rounding of the resultant value.  

 

Fig.5: Image reduction 

• Cropping: Cropping creates a new image by selecting a 

desired rectangular portion from the image being 

cropped. The unwanted part of the image is discarded. 

Image cropping does not reduce the resolution of the area 

cropped. Best results are obtained when the original 

image has a high resolution. A primary reason for 

cropping is to improve the image composition in the new 

image. 

• Feature selection: Pupil part should be black or red 

colour, and outer part is white colour. Pupil shape must 

be oval or round. 

• Extraction: We extract that part of image which is oval 

or round and black in colour. 

• Database : average threshold value is stored in the 

database. 

• Threshold Value: In black area of pupil there may be 

many pixel we take the average of that all point and that 

value is called threshold value 

which is to be stored in the 

database for each image.  
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1 Understanding phase  

 

Fig.6: Flow chart of the understanding phase. 

• Input eye image: We input eye image i.e. unknown 

image it may be red eye or non red eye. 

• Preprocessing: The purpose of preprocessing is to 

improve the quality of the image being processed. In 

preprocessing image noise is remove.  

• Cropping: Cropping creates a new image by selecting a 

desired rectangular portion from the image being 

cropped. The unwanted part of the image is discarded. 

Image cropping does not reduce the resolution of the area 

cropped. Best results are obtained when the original 

image has a high resolution. A primary reason for 

cropping is to improve the image composition in the new 

image. 

• Feature selection: Pupil part should be black colour, 

and outer part is white colour. Pupil shape must be oval 

or round.  

• Extraction: We extract that part of image which is oval 

or round and black in colour. 

• Classification techniques: it is a machine learning 

technique used to predict group of membership for data 

instances For classification we use Bayes classification 

technique to classify the eye. 

• Database : It matches with threshold values of known 

images stored in the database training phase. 

• Red Eye: If the threshold value matches with the 

threshold value stored in the database by the known 

image, then unknown image is red eye. 

• Not Red Eye: If the threshold value does not matches 

with the threshold value of unknown image  then it is not 

red eye 

In the understanding phase we input the image which is 

unknown i.e. we don’t know whether it is red eye or not. In 

this phase also preprocessing and cropping is done to remove 

noise and cropping is done to select particular part of the 

image i.e. eye part. Then classification technique is applied, in 

this some algorithm is applied to calculate the threshold value. 

Then it is matched with the previously stored threshold value 

of known images. If the threshold value matches of known 

images with the unknown threshold value then it is not red 

eye. If it does not match then it is red eye. 

Red eye correction: 

    In understanding phase it is clear that whether it is red eye 

or not. If red eye is found then it should be corrected. If it red 

eye through photography then it is done by selecting that part 

of area of eye which is red we have calculated in the threshold 

value of red eye and changing the red color into black color. 

And if it is due to medical problem then it is treated by the 

doctor. 

 Face detection is widely applied in all facial 

analysis, content-based image retrieval, video conferencing 

and intelligent human computer interaction (HCI). Evidently, 

face detection is the first step for the above applications. So 

whether the face detection is accurate is the most important 

process[24]. 

     The goal of face detection is to determine whether or 

not there are any faces in the image and if present, return 

the image location and extent of each face. It is a very 

easy task for human vision, but for computer many 

variations in scale, location, orientation, pose, facial 

expression, light condition, presence of glasses, facial hair 

and makeup etc make it difficult. 

 How to evaluate the performance of the detection 

methods? There are many metrics such as learning time, 

execution time, the number of samples required in training, 

and the ratio between detection rates and false alarms. Here 

detection rate is the ratio between the number of faces 

correctly detected and the number faces determined by a 

human[31,33]. And an image region is correctly detected as a 

face when the region covers more than a certain percentage of 

a face in the image. Generally, there are two types of errors of 

face detection: false negatives in which faces are missed 

because of low detection rates and false positives in which an 

image region is detected as face but it is not. There have been 

a lot of datasets for test and learning, but unfortunately, there 

is a lack of uniformity in evaluation. 

  There have been hundreds of reported approaches to 

face detection in the past decades. Yang et al. [25] classified 

the various methods into four major categories: 

knowledge-based, feature invariant, template matching and 

appearance-based methods. Knowledge-based methods use 

rules based on human knowledge of faces to localize 

faces. Feature invariant approaches locate faces by finding 

structural features of faces. Template matching methods use 

predefined or parameterized face templates to locate and 

detect face. Appearance-based methods use learned models 

from training images which should capture the 

facial appearance for detection. Generally, appearance-based 

methods had been showing superior performance to the others 

[24,25] emphasized Viola-Jones face detector as the most 

impact in the past decade, because it has been used in the real 

world applications such as digital cameras, digital photo 

management softwares.  

Red-eye Correction first left eye is corrected then right eye is 

corrected. 

1) Face detection 

2) Eye crop 

3) Region is selected 

4) Red-eye correction 

1) Face Detector Algorithm 

Viola-Jones Face Detector has three distinguished key 

contributions Integral Image, variant AdaBoost learning 

algorithm and Cascade structure to achieve high processing 

speed and detection rates [30,31]. The 

detection rates of Viola-Jones 

face detector are comparable to the 

best previous systems. So it has 
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been used in real-time applications. 

a)  Haar-like Features  

    They used three kinds of features: two-rectangle feature, 

three rectangle feature and four-rectangle feature. 

 
Fig.7: Haar like rectangle feature A-D 

The value of a Haar-like feature is the difference from the 

sum of pixels in the grey rectangles subtracting the sum of the 

pixels in the white rectangles. The grey or white regions have 

the same size and shape in one feature. Given a detector with 

the base resolution 24x24, the exhaustive set of features is 

over 180,000. 

b)  Integral Image 

 In order to compute these Haar-like features very rapidly 

at many scales the integral image representation is introduced. 

Any Haar-like feature can be computed at any scale or 

location very quickly. The integral image at location x,y 

contains the sum of the pixels above and to the left of x,y in 

the original image as bellows. 

 
  Where ii(x,y) is the integral image at picture location (x,y) 

and i(x’,y’) is the original image. Any rectangular sum can be 

computed in four array references. Like the example in 

bellowing figure, to compute the sum of D which is equal to 4 

+ 1 - 2 - 3, so we need the value at 1, 2, 3 and 4 in integral 

image. 

 
Fig.8 Integral image 

c) Learning Algorithm based on AdaBoost 

Within any image subwindow the total number of Haar-like 

features is very large. In order to ensure fast classification, the 

learning process must focus on a small set of critical features. 

Here, a modified AdaBoost is used not only to select a small 

set of features but also to train the classifier as belows. 

Input:Given training feature vectors(x1,y1),……,(xn,yn), 

where yi=0,1 for negative and positive examples respectively. 

Boosting Algorithm: 

I. Initialize weight    for yi=0,1 respectively, 

where m and l are the number of negative and positive 

examples respectively. 

II. For t=1,…,T: 

1) Normalize weights: . 

2)  For each feature j, train a classifier  that is 

restricted to using a single feature that minimizes the 

classification error =  . 

3) Choose the weak learner function as the  with the 

lowest error , e.g., = , , where 

j0=arg minj( ). 

4) Update the weights: , where =0 if 

example xi is classified correctly ; =1 otherwise, and 

= . 

Output: the final classifier is: 

 
Where . 

Using the AdaBoost we need a simple learning 

algorithm which selects the single rectangle feature which 

best separates the positive and negative examples.  

A simple classifier hj(x) thus consists of a feature fj, a 

threshold θj and parity pj indicating the direction of the 

inequality sign[3]: 

                             Hj(∞) =                                                                                                   

Where x is a 24x 24 pixel sub-window of an image. 

d) Cascade Structure 

Cascade structure increases the speed of the detector by 

focusing on face-like regions of the image. It is a sequence of 

more and more complex classifiers that sub-windows which 

are not rejected by the last classifier will be processed by the 

next more complex classifier. The cascade structure contains 

many classifier stages. In each stage there is a strong classifier 

trained by using modified AdaBoost on increasingly features 

until the target detection and false positives rates are met. In 

the test of original Viola-Jones Detector [3], the cascade has 

38 stages with over 6000 features. 

2) Eye cropped 

In this the eye part is cropped 

3) Region is selected 

After eye part is cropped then region is selected where the 

eye part is red then it is corrected using the following 

algorithm 

If red>80 && if green>100 && if blue>100 

Then cur=cur+ 40 

Cug=cug+10 

Cub=cub+10 
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In Table 1 shows the values of the area cropped in non red eye 

image using Jimage software. In this area, mean min, max, 

xm, ym, circ., ar, round and solidity value is calculated. 

Table 1 

s.no

. 

Area Mean Min Max XM YM Circ. AR Solidi
ty 

1 390 136.72 19 255 11.93 9.022 0.981 1.365 
1 

2 944 66.84 1 255 24.75 11.642 0.85 2.237 
1 

3 660 103.06 10 255 19.17 0.03 0.90 1.89 
1 

4 253 104.98 9 255 12.501 6.48 0.89 1.91 
1 

5 860 79.39 4 255 26.85 10.31 0.82 2.47 
1 

6 1544 97.37 6 255 29.68 18.09 0.95 1.6 
1 

7 560 125.98 5 255 22.16 8.21 0.79 2.72 
1 

8 776 105.69 0 255 18.83 12.30 0.96 1.45 
1 

9 610 107.33 3 255 18.78 10.80 0.95 1.58 
1 

10 1069 125.49 6 255 22.46 16.39 0.99 1.23 
1 

In Table 2 shows the values of the area cropped in red eye 

image using Jimage software. In this area, mean min, max, 

xm, ym, circ., ar, round and solidity value is calculated. 

 

In fig.9 shows the removal of red eye. 

 
Fig.9: red eye removal 

II. PERFORMANCE MEASURED 

For estimation of detection quality, a quantitative quality 

criterion is proposed which was compared with existing 

automatic solutions. This algorithm is tested over data set, 

composed of 16 color images of different sizes (from 120 x 

160 to 2274 x 1704 pixels), resolutions and quality. These 

images where downloaded from web-pages. Single red-eyes, 

as well as high variability of red-eyes colors, poses and shapes 

have been considered in building the dataset, the hit-rate of 

the proposed red-eyes detector is 80%. 

III. CONCLUSION 

In this approach an automatic redeye detection and 

correction algorithm has been presented. Faces are detected 

using face detection based on adaBoost algorithm, and then 

the red-eyes are located using kinds of image processing 

method. At last the located red-eyes are finished corrected. 

The main problem in an automatic procedure applied to 

digital photos is to avoid the correction of false positives, 

while maintaining high correction rates and quality. The 

method is fast, computationally inexpensive, reliable.  

The red-eye removal has been tested on a dataset of 16 

images in which 8 red-eyes have been manually labeled. The 

dataset has been collected from various sources, compact 

cameras, personal collections and Internet photos. Single 

red-eyes, as well as high variability of red-eyes colors, poses 

and shapes have been considered in building the dataset, the 

hit-rate of the proposed red-eyes detector is 80%. The 

experimental result on 16 redeye images show that the 

proposed red-eye reduction solution is robust and efficient. 
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